
Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier.com/locate/apenergy

Value of pumped hydro storage in a hybrid energy generation and allocation
system

Ayse Selin Kocamana,⁎, Vijay Modib

a Department of Industrial Engineering, Bilkent University, Bilkent, Ankara, Turkey
b Department of Mechanical Engineering and Earth Institute, Columbia University, New York, NY, USA

H I G H L I G H T S

• We propose a two-stage stochastic mixed-integer programming model for a hybrid energy system.

• We investigate the solar and PHES integration considering the streamflow uncertainty.

• We study the benefit of PHES system over conventional hydropower systems to support solar.

• We examine the role of PHES systems in both isolated and connected systems.
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A B S T R A C T

Transition from fossil fuels to renewable sources is inevitable. In this direction, variation and intermittency of
renewables can be integrated into the grid by means of hybrid systems that operate as a combination of alter-
native resources, energy storage and long distance transmission lines. In this study, we propose a two-stage
stochastic mixed-integer programming model for sizing an integrated hybrid energy system, in which inter-
mittent solar generation in demand points is supported by pumped hydro storage (PHES) systems and diesel is
used as an expensive back-up source. PHES systems work as a combination of pumped storage and conventional
hydropower stations since there is also natural streamflow coming to the upper reservoirs that shows significant
seasonal and inter-annual variability and uncertainty. With several case studies from India, we examine the role
of high hydropower potential in the Himalaya Mountains to support solar energy generation in the form of
pumped hydro or conventional hydro system while meeting the demand at various scales. We show that pumped
hydro storage can keep the diesel contribution to meet the demand less than 10%, whereas this number can go
up to more than 50% for conventional systems where the streamflow potential is limited compared to the
demand. We also examine the role of pumped hydro systems in both isolated and connected systems (through
inter-regional transmission lines) and show that the benefit of pumped hydro is more significant in isolated
systems and resource-sharing in connected systems can substitute for energy storage. In addition, with the help
of the proposed model, we show that the upper reservoir size of a pumped hydro system could be lower than the
reservoir size of a conventional hydropower system depending on the demand scale and streamflow availability.
This means that, most of the current conventional hydropower stations could be converted to pumped hydro-
power stations without needing to modify the upper reservoir, leading to a significantly reduced diesel con-
tribution and lower system unit cost.

1. Introduction

Current supply for electricity generation mostly relies on fossil fuels.
However, fossil fuels are finite and their combustion causes global
warming and health hazards. To reduce the role of fossil fuels and ease
the concerns on the electricity generation, it is necessary to adopt en-
ergy models that employ renewable generation.

Integrating renewable sources into traditional power systems pre-
sents two important challenges. First, renewable sources such as solar
and wind are intermittent, limiting the controllability of their power
output at any given time. Second, their generative properties are
heavily dependent on the spatial distribution which can lead to a
mismatched between where the renewable energy potential exists and
where the energy will be ultimately consumed. Delucchi and Jacobson
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argue in [1,2] that it is possible to overcome the difficulties of working
with renewables, and show that it is technologically and economically
feasible to meet the 100% of the world’s energy demand using wind,
water and solar.

To mitigate the intermittency of renewable sources, there are sev-
eral ideas proposed to design and operate cost-efficient and reliable
renewable energy systems. Designing hybrid systems that operate as a
combination of alternative resources, using energy storage, and
building long distance transmission lines can all help ameliorate the
effects of intermittent renewable generation and allow for the grid to
accommodate more variation in both supply and demand [3,4].
Transmission lines accommodate more geographic aggregation, which
smooths the variability of intermittent sources over large distances
[5,6]. Large spatial aggregation also allows for the design of more ef-
ficient hybrid systems and the use of large-scale energy storage systems
such as pumped hydro energy storage (PHES).

Optimal sizing of hybrid systems is not a trivial task, considering the
uncertainties of renewable sources. Although there is vast literature on
the subject, most studies approach the problem in a deterministic way
by either using hourly average values of renewables [7,8] or using time
series that only consider variability over time [9–12]. There are a
limited number of studies that focus on optimal design and sizing of
hybrid systems considering these uncertainties. Stoyan et al. [13] use a
scenario-based approach to consider uncertainties and propose a sto-
chastic mixed-integer model that minimizes cost and emission levels
associated with energy generation while meeting the energy demand of
a given region. Powell et al. [14] model energy resource allocations
with long-term investment strategies for new technologies using an
approximate dynamic programming approach. Ekren and Ekren size a
hybrid system that includes solar, wind and battery storage considering
the uncertainty of load and resources with response surface modeling in
[15] and simulated annealing method in [16]. Roy et al. [17] and Arun
et al. [18] study optimal sizing of wind/battery and solar/battery sys-
tems respectively, using chance constraint programming. Kuznia et al.
[19] and Kocaman et al. [20] propose scenario based two-stage sto-
chastic programming models for the optimal design of hybrid systems
with various components.

Energy storage is one of the most important components to use re-
newable sources effectively and finding suitable storage technology for
renewable systems is an interesting problem [21]. Among the alter-
native energy storage technologies, PHES systems are the most widely
used, especially in large-scale applications [22]. Although PHES sys-
tems are very popular and there are a vast number of studies on how
vest to operate them [22], the literature on the optimal sizing of PHES

systems is very scarce [23] and these studies mostly focus on wind and
PHES integration [24–26]. Kapsali et al. [24] and Katsaprakakis et al.
[25] take deterministic approaches and study integrated wind and
PHES design problems for isolated systems. Brown et al. [26] propose a
linear programming model for optimal sizing of generators and re-
servoirs to store wind energy. On the other hand, in [27] Ma et al. point
out the scarcity of the studies on the optimal sizing and techno-eco-
nomic evaluation of solar and PHES integrated systems and propose a
methodology based on a genetic algorithm.

In this study, we propose a two-stage stochastic mixed-integer
programming model for sizing an integrated hybrid energy system, in
which intermittent solar generation is supported by PHES systems and
diesel used as a proxy for an expensive dispatchable source. In this
system, solar energy is generated within the demand points and extra
solar energy is sent to be stored in PHES systems via bi-directional
transmission lines. PHES systems are designed as a two-level hier-
archical reservoir system with a combined pump and generator located
between reservoirs. When the energy is stored, the water in the lower
reservoir is pumped to the upper reservoir to be released again when
needed. PHES systems work as a combination of pumped storage and
conventional hydropower stations since there is also natural streamflow
coming to the upper reservoirs that shows significant seasonal and
inter-annual variability and uncertainty. A schematic illustration of our
hybrid system with pumped hydro storage is given in Fig. 1.

The aim of the model is to understand the relationship between
solar and streamflow patterns and determine the optimal sizing of in-
frastructure needed for solar and PHES systems to meet demand in a
cost effective way and. Our model helps assess how efficiently solar
energy could meet the electricity demand with the help of pumped
hydro systems utilizing high hydropower potential of rivers.

The contributions of our study can be summarized as follows: we
propose the first model that investigates the solar and PHES integration
problem while taking into consideration the streamflow uncertainty for
large-scale systems. With this model, we also examine the benefit of
pumped hydro storage systems by comparing the results with those
produced by conventional hydropower stations. We present results
from several cases studies in India that help articulate the potential for
hydropower sites in the Himalaya Mountains to support solar energy. In
[20], conventional hydropower generation capacity along with
minimal diesel usage to support 1 GWpeak solar power generation is
investigated and results are presented for isolated systems and con-
nected systems (through inter-regional transmission) to show the ben-
efits of resource-sharing and to see the effects of geographic diversity on
the infrastructure sizing. In this study, we take a similar approach and

Fig. 1. A schematic illustration for hybrid system with pumped hydro storage. There are two levels of reservoirs and water can be pumped from lower reservoir to upper reservoir using
the excess solar energy.
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examine the role of pumped hydro systems in both isolated and con-
nected systems and show that the benefit of pumped hydro is more
significant in isolated systems and that resource-sharing can substitute
for energy storage in larger, interconnected systems (i.e. resource-
sharing and pumped hydro storage work as substitutes). We also show
for the first time that when solar energy capacity is co-optimized with
the pumped hydro system, the amount of solar energy directly used by
the demand points (without being stored) is higher than the amount of
solar energy used when solar system is co-optimized by a conventional
hydropower system. In addition, with the help of the model proposed,
we show that the upper reservoir size of a pumped hydro system could
be lower than the reservoir size of a conventional hydropower system.
This means that most of the current conventional hydropower stations
could be converted to pumped hydropower stations by building small
lower reservoirs and reversible pumps, allowing for the hybrid systems
use significantly reduced diesel amounts.

The sections of this paper are outlined as follows: A more precise
statement of the problem is given in Section 2. A two-stage stochastic
programming model of the described problem is provided in Section 3.
Computational results along with the discussions are provided in Sec-
tion 4. We conclude in Section 5.

2. Background and assumptions

In this paper, we are interested in optimally sizing the infrastructure
of a hybrid system that includes hydro and solar energy generation and
transmission lines between generation and demand points. To mitigate
the volatility of supply and demand, we use reservoirs as “water sto-
rage” in a pumped hydro storage system (PHES). In our setting, excess
solar energy can be used to pump water from a lower reservoir to an
upper reservoir, where it is stored in the form of gravitational potential
energy. There is also natural inflow of water to the upper reservoir,
which allows the system also function as conventional hydropower
station. In a PHES system, a generator and water turbine can be oper-
ated as a motor and pump. An expensive back-up source (e.g. diesel) is
used when renewable sources are not available. The cost of diesel can
also considered as a penalty for mismatched demand that is paid for
each kWh of energy that cannot be met by hydro or solar.

While PHES systems hold great potential for increasing the pene-
tration of renewable energy by transferring supply from low use periods
to peak use times, they face a number of important limitations familiar
to conventional hydropower installations. Hydro installations are geo-
graphically limited: they are only feasible in locations that have suffi-
cient water available and are capable of siting large reservoirs at dif-
ferent heights. Different technologies (alternating current (AC) and
direct current (DC)) are available that can facilitate the routing of
power from the hydropower stations to demand points in a controllable
fashion. For connection of remote renewables, high voltage direct
current (HVDC) technology is especially well suited due to low losses
and higher controllability than AC. In this problem, possible network
flow directions from sources to demand points are prescribed with
dedicated lines and designed as a point-to-point topology. Here, we
neither model the grid itself nor consider real power flow equations and
phase angle differences. We assume that power flows over lines can be
independently assigned. This representation of power flows, which
captures point-to-point movements without explicitly modeling the
grid, is a common approximation made in policy studies [14,20].

Several other common assumptions have been made to reduce the
complexity of modeling hydropower components [20]. We assume that
the pipe network cost is linearly dependent on the reservoir size and
can be included in reservoir cost. No operational cost is assumed related
to hydropower station [28]. Losses due to evaporation are neglected.
The power production potential in a hydropower station depends on the
flow rate of water and the potential head available. Potential head
usually depends on the constructed wall of the dam and topography of
the site. As in Norwegian statistics [28], we assume that the vertical

height of a waterfall is measured from the intake to the turbines. Thus,
we use a constant head (100 m) for each reservoir during the operations
and do not consider the reduced electricity conversion efficiency, which
is caused by reduction in the height of waterfall as the reservoir is
drawn. Given that we use Himalayan sites with steep slope in our case
studies, we believe that we are not far from the reality.

In this system, it is important to model energy supply and demand
with hourly time periods for at least one in order to accurately capture
both the hourly and seasonal variability of the sources. Here, as the
solar energy can be also stored and there is significant solar radiation
variability throughout the day, using hourly time increments in ad-
dressing this problem becomes even more important. An approach that
avoids capturing every time increment over a year by simply sampling
different time periods (e.g. different time of the years and time of the
days) fails to accurately model the storage. Moreover, modeling re-
servoir systems is more complicated than modeling other storage types
such as batteries, because reservoir storage transcends the diurnal
cycle, i.e. we may put water in a reservoir storage in September so it can
be used in December. In addition to the components of a conventional
hydropower system model, the PHES model must also include the mass
balance equations of the lower reservoir and power flows from demand
points to hydro stations.

In order to capture the uncertainty, we are employing a scenario
approach, which is widely accepted in the literature [19,29]. Here, we
present a scenario-based model with multiple time periods that are
coupled by storage. By scenario approach, a set of prototype 1-year
series with 3-hourly time increments are determined as a particular
realization of the streamflow data.

3. A two-stage stochastic programming model

To formulate and solve the described problem, we propose a two-
stage stochastic mixed-integer programming model where uncertainties
in the input data will be facilitated in the form of scenario realizations.
In two-stage stochastic programs, first stage decisions, represented by x,
are taken before some random events are realized. After the realization
of uncertainties, second stage actions, y, are taken. In the standard
form, Eω is the expectation and ω denotes a scenario. A scenario based
the two-stage stochastic program can be written as follows:

+min c x E Q x ω( , )T
ω

=
⩾

st Ax b
x

.
0

= + = ⩾Q x ω min d y T x W y h ywhere ( , ) { | , 0}ω
T

ω ω ω

Tables 1–3 summarize the indices, parameters and variables that we use
in our two-stage stochastic mixed integer programming model.

Given the parameters and the variables, the extensive form of our
two-stage stochastic programming model is provided as follows:

∑ ∑ ∑
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Table 1
Indices for parameters and decision variables.

i: hydropower generation point 1, … , I, with a total of I locations
j: demand (solar power generation) point 1, … , J, with a total of J points
t: time period 1, … , T, with a total of T periods
ω: scenarios 1, … , Ω, with a total of Ω scenarios
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The objective of the model in (0) is to minimize the sum of the an-
nualized investment costs and expected total cost of diesel used
throughout the year (or expected penalty cost for the mismatched de-
mand). Unit costs of investments are assumed to be the constant in-
cremental amount of installing capacities and indexed by the location
so that different costs parameters can be used for different locations. In
the model, investment sizing decisions related to system components
are the first stage decision variables and operational decisions with ω
index represent the second stage variables. Since we optimize both first
stage and second stage decisions over one year planning horizon, the
investment costs of the components are discounted with the following
annualization parameter:

= − + −d i i LT/(1 (1 ) )s

where the lifetime of the system type s and the interest rate are denoted
by LT and i, respectively.The constraints in (1) and (2) ensure that
water stored in the reservoirs is limited by the size of the reservoir for
each scenario at all time periods. Constraints in (3)–(5) represent the
mass balance equations of water in the reservoirs. The constraint in (3)
couples the upper reservoir levels between subsequent time periods. In
(4) and (5), we set the initial and final volumes of water in the re-
servoirs, assuming that upper reservoir begin and end full. In the model,
each scenario starts in September, the end of Monsoon season in India,
and continues for a year. Thus, it is quite reasonable to assume that
reservoirs are full at this time of the year. Constraints in (6) and (7)
couple the lower reservoir levels between subsequent time periods. The
constraint in (8) ensures that generated and pumped energy are limited
by the generator/pump capacity for each scenario at all time periods.
These fGi (Ri

ωt) and f P( )Pi i
ωt functions are defined as follows:

=f R R gh α( )Gi i
ωt

i
ωt

i (21)

=f P P gh α( ) /Pi i
ωt

i
ωt

i (22)

The constraint in (8) can easily be linearized by substituting the
following inequalities:

⩽f R PGmax n( )Gi i
ωt

i (23)

Table 2
Parameters for model.

n: length of time periods
dh: dimensionless annualization parameter for hydropower stations
ds: dimensionless annualization parameter for solar power stations
dt: dimensionless annualization parameter for transmission lines
l: percentage power loss in transmission lines
g: acceleration
hi: height of the reservoir in hydropower generation point i
α: one-way efficiency of hydropower stations both in generating and

pumping mode
γ : efficiency of solar panels
CSi: unit cost of reservoir capacity in hydropower generation point i
CPGi: unit cost of pump/generator capacity in hydropower generation point i
CMj: unit cost of solar array in demand point j
CTij: unit cost of transmission line capacity between hydropower generation

point i and demand point j
µj: unit cost of generating electricity using diesel generator (i.e. penalty for

mismatched demand in demand point j)
pω: weight of scenario ω, where ∑ == p 1ω 1

Ω
ω and ⩾p 0ω

M: a large number

Table 3
Variables of the model.

Exogenous variables:

Wi
ωt : water runoff to hydropower generation point i in period t in scenario ω

N j
ωt : solar radiation in point j in period t in in scenario ω

Dj
ωt : demand in point j at time t in in scenario ω

State/Decision variables:

SUi
ωt : water stored in the upper reservoir in hydropower generation point i at

the end of period t in scenario ω
SLi

ωt : water stored in the lower reservoir in hydropower generation point i at
the end of period t in scenario ω

Zj
ωt : mismatched demand in demand point j in period t in scenario ω

Tsdij
ωt : electricity sent from hydropower generation point i to demand point j

in period t in scenario ω
Tdsji

ωt : electricity sent from demand point j to hydropower generation point i
in period t in scenario ω

LUi
ωt : water spilled from upper reservoir in hydropower generation point i in

period t in scenario ω
LLi

ωt : water spilled from lower reservoir in hydropower generation point i in
period t in scenario ω

V :j
ωt solar energy internally used in point j in period t in scenario ω

Ri
ωt : water released from upper reservoir in hydropower generation point i

in period t in scenario ω
Pi

ωt : water pumped from lower reservoir to upper reservoir in hydropower
generation point i in period t in scenario ω

SUmax :i active upper reservoir capacity in hydropower generation point i
SLmax :i lower reservoir capacity in hydropower generation point i
Mj: size of solar panels at demand point j
PGmax :i generator size in hydropower generation point i
Tmax :ij maximum energy transmitted from hydropower generation point i to

demand point j
Ip :i

ωt 1 if pumping is in operation in hydropower generation point i in period
t in scenario ω, 0 otherwise

Isd :ij
ωt 1 if electricity sent from hydropower generation point i to demand

point j in period t in scenario ω, 0 otherwise
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⩽f P PGmax n( ) .Pi i
ωt

i (24)

The constraint in (9) ensures that in each scenario, energy trans-
mitted to the demand points is equal to energy generated at the hy-
dropower station at each time period. Likewise, (10) provides that
pumped energy cannot be greater than the total amount of energy sent
from the demand points, and (11) ensures that transmitted energy is
limited by the transmission line capacity. In a pumped hydro system,
where there is also power flow from demand points, transmission lines
are bi-directional and should be sized to accommodate flow in both
directions. The constraint in (12) ensures that the sum of the solar
energy internally used at a demand point j and the total energy sent
from point j to hydropower stations is less than or equal to the amount
of solar energy generated at that demand point. Energy generated in
solar power stations is defined by the function f M( )Sj j , which is defined
as follows:

=f M N M γ( )Sj j j
ωt

j (25)

The constraint in (13) ensures that demand at point j, Dj
ωt is met by

the sum of the energy transmitted from hydropower generation points,
solar energy internally used at the demand point and energy produced
by burning diesel at the demand point j.

It is observed that the model could result with alternative optimal
solutions, some of which may not be desirable from the operational
perspective. Binary variables and constraints (14)–(18) are added to the
model to prevent such results. For example, without constraints (14),
(15) pump and release operations could be observed at the same time
period as there is no operational cost related to these operations.
Likewise, without constraint (16), water could be simultaneously
pumped to and spilled from the upper reservoir. Finally, constraints
(17) and (18) provide that the bi-directional transmission lines are only
transmitting power in one direction at a given time period.

Furthermore, since for one scenario the policy is “anticipatory” of
what is happening in the future, the system spills the water that would
not be needed. Although it would also have been optimal to keep water
as much as possible in the upper reservoir, the solver can choose the
solution with less water. For this reason, in the objective function we
may add another term: ∑ LU εitω i

ωt where ε is very small. This term tilts
the balance so that the solver will choose the option with more water in
the upper reservoir. When we report the final cost, we omit this term.

4. Computational analysis

The two-stage mixed integer stochastic programming model pro-
vided in Section 3 can be easily linearized and solved by a linear pro-
graming solver. We use IBM ILOG CPLEX Optimization Studio (CPLEX)
[30] to solve it. We present the results of our model using multiple cases
from India. We identified Bhagirathi and Chenab Rivers in the Hima-
laya Mountains as potential hydropower generation areas and Delhi
and Punjab states as demand points as shown in Fig. 2. In this section,
we first present the input data and parameters used in the computa-
tional study. In Section 4.2, we focus on an isolated system that includes
one basin (Bhagirathi) and one demand point (Delhi) and run our
model with one scenario to understand the systems’ dynamics. In Sec-
tion 4.3, we examine the benefit of pumped hydro storage at various
system scales, comparing the results of the pumped hydro system with a
conventional hydro system for two isolated cases with different
streamflow potentials. In Section 4.4 we present the results for an in-
tegrated system that includes both basins and both demand points.

4.1. Input data and parameters

The 3-hourly stream flow data for the basins of Chenab and
Bhagirathi Rives for the years between 1951 and 2003 is obtained from
a large-scale hydrological land surface model called Variable
Infiltration Capacity (VIC) [31,32]. The details of this process can be
found in [20]. As the problem size quickly rises with the number of
scenarios used in the model, we determine 13 years with a variety of
streamflow averages to use as different scenarios for analysis
throughout the paper.

In India, the normal onset of Monsoon is expected to be observed
around June and its withdrawal completes by around October every
year. As observed from the streamflow time series data of Bhagirathi
River for the years 2000–2002 in Fig. 3a, there is significant seasonal
and inter-annual variation. There is also a substantial contribution from
snowmelt runoff to the annual streamflow of the Himalayan Rivers
[33,34]. Most of the snow melts occur in the summer period, correlated
with greater periods of sun light and expressed as a diurnal variation in
the stream flow (see Fig. 3b). The water yield from a high Himalayan
basin is roughly twice that from an equivalent basin located in the
peninsular part of India.

Demand profiles of Delhi and Punjab states are obtained from the
websites of the Central Electricity Authority, the Power Ministry of
India (CEA) and the Load Dispatch Centers [35]. We estimate the 3-
hourly load profiles for one year using interpolation/extrapolation
techniques. The final data can be obtained from [4].

Site and time-specific global and direct irradiance data at hourly
intervals on a 10-km grid covering India is available on NREL’s website
[36]. A 3-hourly solar radiation profile for one year is generated by
aggregating hourly radiation data. The solar radiation and demand
profiles used in the analysis are presented in Fig. 4.

The cost parameters used in this analysis are obtained from [20] and
presented in Table 4 for ease of reference. Transmission costs are esti-
mated using the distances presented in Fig. 2, with the cost parameters
given in [4] ($0.8 M/GW km for the distances between 500 km and
1000 km and $0.8 M/GW km for the distances less than 500 km).

4.2. Deterministic analysis of the pumped hydro storage system

To understand the characteristics of the system and show the benefit
of a pumped hydro storage, we first take a deterministic approach
where we simply run our model with one scenario for a single basin
(Bhagirathi) and single demand point (Delhi) case, which we refer to as
the “BD case.” For this analysis, the demand data for Delhi presented in
Fig. 4c is normalized to 1 GWpeak. A sample year with 11.46 km3 annual
streamflow is used as a scenario.

Fig. 5 shows the water level stored in the upper and lower reservoirs
during operation for one year. We start and end the operations at the
end of the Monsoon season with full upper reservoirs. The fluctuations
in the upper and lower reservoirs represent the pumped hydro opera-
tions. There is almost no water stored in the lower reservoir in the
Monsoon season since there is no need to pump water to the upper
reservoir. We can also observe that the volume of water stored in the
lower reservoir (water to be pumped with the extra solar power) during
the winter season closely follows the solar radiation curve (Fig.4a).
During the dry season (between November and February), the upper
reservoir is highly utilized: since the model anticipates the rainy season
approaching (violating nonanticipativity condition), it starts utilizing
the water stored in the upper reservoir in February. In addition, as there
is also high solar radiation in the spring and summer months that can be
used to pump water, we observe that there is more water in the lower
reservoir until Monsoon seasons starts again. This observation is
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verified by components of the mass balance equations of the upper
reservoir, presented in Fig. 6. In the spring-summer period, the amount
of water pumped to the upper reservoir is limited by the generator size,
as understood from the flatness of the pumping curve between February
and June.

Fig. 7 shows the operations in detail for one week in June. On the
second and third days, high water inflow and limited solar radiation

amounts eliminate the need for pump operation. In the following days,
solar energy meets the daytime demand and hydro satisfies demand at
night. Together, these satisfy the demand for the week without a need
for any diesel.

Table 5 compares the results of the pumped hydro storage system
with the conventional hydro storage system. The additional lower re-
servoir increases the total hydro production from 24% to 51% of de-
mand, allows for a decrease in the size of the upper reservoir compared
to the conventional system. The flexibility created by the pumped hydro
system facilitates doubling the gross area of solar panel from 12.8 km2

Fig. 2. Demand points and basins used in the case studies.

Fig. 3. (a) Stream Flow Data of Bhagirathi River for 2000, 2001 and 2002. Monsoon is
expected to be observed around June and its withdrawal completes around October every
year. (b) Stream Flow Data of Bhagirathi River for a week in March. Most of the snow-
melts occur in the summer period, causing a diurnal variation in the stream flow.

Fig. 4. (a-b) 3-h data of solar radiation per square kilometer for the
year 2002 in Delhi and Punjab. (c-d) Estimated demand load curves
for one year in Delhi and Punjab, respectively.

Table 4
Parameters used in the analysis.

Unit cost of reservoir capacity, CSi $3/m3 ∀i
Unit cost of generator/pump capacity, CPGi $500/kW ∀i
Unit cost of solar array, CMj $200/m2 ∀j
Unit cost of diesel, μj $0.25/kWh ∀j
Lifetime of the hydropower system: 60 years ∀i
Lifetime of the solar power system: 30 years ∀j
Lifetime of the transmission system: 40 years ∀ij
Efficiency of hydropower system, 88%
Efficiency of solar panels, γ 12%
Discount rate: 5%
Power loss in transmission lines: 5%
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to 24.7 km2. The amount of diesel required to meet the demand is re-
duced from 38% to 6% and the unit cost of the system is reduced from
13.4 ¢/kWh to 8.6 ¢/kWh. We note here that since we meet the same
amount of demand at both systems, the revenues that will be obtained
from the energy generated in these systems will also be the same.
Therefore, profit maximization can be achieved by minimizing the cost
of the system. Further details about the production amounts, capacity
factors, and unit costs of the system components are summarized below
in Table 5.

The detailed distribution of alternative sources to meet the demand
is presented in Fig. 8. 22% of the demand is met by hydropower gen-
erated by the natural inflow to the reservoir and 29% is generated using
pumped water. Solar panels generate 80% of the annual demand, where
43% is used directly as “internal” solar energy and 37% is sent to re-
servoirs to be stored. The 8% difference between the hydro energy
generated from the pumped water and solar energy sent to reservoirs
stems from the generator and pump inefficiencies.

Another interesting result demonstrated in Table 5 and Fig. 8 is the
higher amount of internally used solar energy in the pumped hydro
system compared to the conventional system. This is mainly due to the
fact that it is expected that solar panel area in pumped hydro system is
larger than the area in the conventional system as the role of solar
energy in the pumped system is twofold: internal solar and pumped
solar. In addition, in the pumped hydro system, solar energy is usually
transmitted to the hydro stations for pumping for two consecutive time
periods (total of 6 h) in one day on average. However, solar radiation is

available for longer time periods during the day and since the solar
panel area is larger, the energy generated during the day when there is
no pumping can also be used internally. Therefore, increased solar
panel area also contributes the internally used solar energy. In parti-
cular, in Table 5, we see 43% of the demand is met by internally used
solar energy in the pumped system, whereas in the conventional system
this amount is 38%. Fig. 9 compares conventional and pumped hydro
systems in terms of the solar energy produced in one day. It can be seen
that total production is scaled up by increased solar panel area, as the
solar radiation curve is same. Solar energy used internally for the 4th
and 5th 3-hourly time periods are the same, as extra solar energy is
spent for pumping; however, difference in the 3rd and 6th 3-hourly
time periods in Fig. 9 explains why internally used solar energy per-
centage in the pumped system is higher than the percentage in the
conventional system.

In Fig. 9, we also observe that some of the solar energy is spilled or
wasted in the afternoon in the 4th and 5th 3-hourly time periods in the
conventional system, as solar energy potential is more than the demand
at these time periods. With this result, we see that spilling some solar
energy may lead to a profitable decision. That is, even though some
spilling is allowed during the day, extra solar energy generated in the
morning and late afternoon justifies the investment and makes the
system result with a lower unit cost. This result also supports the dis-
cussion provided in Kocaman et al. for the conventional systems [20].
With this analysis, we show that a similar observation also exists in the
pumped system. Solar panel is sized in a way that some solar energy

Fig. 5. Water stored in the upper and lower reservoirs – the
upper reservoir is assumed to be full at the start and the end
of the cycle. There is almost no water stored in the lower
reservoir in the Monsoon season since the natural inflow of
water eliminates the need to pump water to the upper re-
servoir. (0.01 km3 ∼ 2.4 GWh).

Fig. 6. Flows from/to the upper reservoir – pump opera-
tions are limited during the Monsoon season due to high
natural inflow into the reservoir. (0.01 km3 ∼ 2.4 GWh).
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could be spilled in the 5th 3-hourly time period so that internally used
and pumped solar energy could be generated more in the other time
periods of the day.”

4.3. The benefit of pumped hydro storage at various system scales

In the previous section, sizing and operations of the pumped storage
system to meet 1GWpeak demand are examined and compared to the
conventional hydro system for one scenario. In this section, considering

the uncertainty of the streamflow, we provide the results of the pumped
storage system to meet the demand at various scales between 0.5
GWpeak and 5 GWpeak. In addition to Bhagirathi-Delhi (BD) case, we also
study Chenab-Punjab (CP) case, which has similar demand and solar
radiation profiles (Fig. 4) but seven times more streamflow on average.
The detailed result tables of these cases can be found in the Appendix.
In Fig. 10, we present the results of the pumped hydro system in
comparison with the conventional hydro system for the BD case on the
left column and CP case on the right column. In the pumped hydro
systems, both upper and lower reservoir sizes increase as the system
demand increases. In the conventional hydro system of BD case, the
reservoir size initially increases with demand but plateaus after 2
GWpeak as the benefit of extra reservoir size is diminished by scarcity of
water. In the CP case, however, the hydropower system operates much
like a run-of-the-river system for demands scaled to 0.5 GWpeak and 1
GWpeak because of the high streamflow potential. As the demand is
increased further, solar energy becomes critical and a larger reservoir is
needed for water storage. Solar panel requirements in the systems are
presented in Fig. 10c and d. As expected, a pumped system increases the
installable capacity of solar compared to a conventional system.

Fig. 10e and f, shows the distribution of sources needed to meet
demand. In the conventional systems, the requirement for diesel rises
very quickly for increasing demand scales, whereas in the pumped
system the diesel contribution is fixed at 6–7%. The greater need for
diesel in the conventional system leads to higher system unit costs, as
can be observed in Fig. 10g and h. For systems with lower streamflow
potential (as in BD case), the benefit of installing a pumped hydro
system is immediately apparent as a reduction in unit cost. For systems
with high streamflow potential (as in CP case), pumped hydro garners a
reduction in unit cost only when demand surpasses 2 GWpeak.

4.4. The benefit of pumped hydro storage in integrated systems

With the help of inter-regional transmission lines, energy systems
can benefit from geographic diversity and resource sharing. In Kocaman
et al. [20], the authors investigate using conventional hydropower to
support 1GWpeak solar generation to meet 1 GWpeak demand for both
isolated (BD and CP cases) and integrated cases and show that the
overall cost of the system could be nearly halved by installing two
transmission lines to integrate the systems. In this section, we examine
the benefit pumped hydro storage offers the integrated systems over
conventional hydro storage when co-optimized wit solar generation
capacity. In Table 6, we compare the results from isolated cases with
the results from an integrated case. In Table 7, the integrated system
with pumped hydro storage is compared to an integrated system with
conventional hydro storage. We note here that in the model of the in-
tegrated system, if the capacities of the transmission lines that connect

Fig. 7. Operation balance in reservoir and demand points
for one week in June. (a) Due to the inflow observed in the
second and third day of the week, there is no need for the
pump operation. (b) Solar energy meets the demand
during the day and hydro becomes effective at night.
Diesel usage is zero for the entire week.

Table 5
Results of the pumped hydro system compared to the conventional system.

w/ pumped H. w/ conventional H.

Upper reservoir size (km3) 0.061 0.080
Lower Reservoir (km3) 0.036 NA
Solar Panel Area (km2) 24.770 12.814
Generator/Pump Capacity (GW) 1.431 0.863
Transmission Line (GW) 1.506 0.863

Unit Cost ($/kWh)
Hydro 0.024 0.033
Solar 0.071 0.080
Diesel 0.250 0.250
System 0.086 0.134

Hydro Production with
Inflow 1387 1395
Pumped Water 1595 NA
Total Hydro Production (GWh) 2982 1395

Solar Production
Used Internally 2358 2080
Sent to be Pumped 2168 NA
Spilled 1025 792
Total Solar Production (GWh) 5551 2872

Energy Distribution (GWh)
Hydro 51% 2833 24% 1326
Solar 43% 2358 38% 2080
Diesel 6% 334 38% 2119
Total 100% 5525 100% 5525

Peaks observed for (GW)
Diesel Usage 0.82 1.00
Solar Production 2.79 1.44
Hydro Production 1.05 0.86
Solar Pumped 1.43 NA

Capacity Factor
Hydro 0.16

(pump)
0.24
(turbine)

0.18

Solar 0.23 0.23
Transmission 0.16 (solar) 0.23 (hydro) 0.18
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the isolated systems are set to zero, we obtain the optimal solution of
the isolated cases. Since the additional constraints will make the solu-
tion space smaller, we expect that integrated system model always finds
at least as good a solution as the model of the isolated sytems.

In Table 6, we present the system sizing, expected energy distribu-
tion of the sources, and the expected unit cost of the system for both the
integrated system and isolated systems, where the demand at each
demand point is scaled to 1 GWpeak. We observe that the sizes of all
system components -including transmission lines- are reduced sig-
nificantly in the integrated system (58% for reservoirs, 34% for solar
panels, 24% for generator/pump and 22% for transmission lines). While
the additional 1% of the total demand is met by the energy produced by
burning diesel, the total cost of the overall system is decreased by 17%.
Furthermore, total solar generation in the integrated system is reduced
while the hydro generation due to natural inflow is increased. This
result shows us that resource-sharing in integrated systems could sub-
stitute for energy storage.

In Table 7 we compare the integrated systems with conventional
hydro storage and pumped hydro storage. If the lower reservoir size is
fixed to zero in the model of the pumped system, we obtain the optimal

solution for the conventional system. Therefore, we expect the system
cost with pumped hydro to be always less than or equal to the system
cost with conventional hydro. However, Table 7 shows us that the in-
tegrated system with conventional hydro is almost as good as the
system with pumped hydro. In the pumped system, solar investment is
increased while the diesel usage is reduced, but this only leads to a
reduction in unit cost from 5 ¢/kWh in the traditional hydro systems to
4.9 ¢/kWh in the pumped hydro system. In some cases like the one
here, the required upper reservoir volume of a pumped hydro system is
smaller than the reservoir needed for a conventional system. This result
suggests that existing conventional hydropower stations could be con-
verted to pumped hydro stations without needing to modify the upper
reservoir.

5. Conclusion

We presented a two-stage mixed integer stochastic programming
model to help infrastructure planners understand the solar radiation
and streamflow coherence and determine the optimal capacities of
PHES systems for supporting solar generation given realistic cost

Fig. 8. Percentage distribution of resources to meet the demand.
Shaded area in the solar power bar is transferred to hydro power. 8%
is lost due to generator and pump efficiencies.

Fig. 9. Comparisons of solar production profile of one day for (a) pumped hydro (b), conventional systems – Total production is scaled up by increased the solar panel area as the solar
radiation curve is same. The role of solar energy in pumped system is twofold: internal solar and pumped solar. Solar energy used internally for the 4th and 5th time periods are the same
between two systems as extra solar energy is spent for pumping; however, the difference in the 3rd and 6th time periods represents extra solar internal.
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parameters. Co-optimizig a storage system such as PHES with a solar
installation can help address solar’s intermittency problem, allowing for
a greater capacity of solar to be installed on a grid.

In this study, we considered open PHES systems that are fed by
natural inflow from a river. As this kind of system can also work as a
conventional hydropower station, this model provided us with the op-
portunity to examine the role a lower reservoir plays at alternative
streamflow potentials and demand scales. We used diesel as a proxy for

expensive fossil resources and demonstrated that pumped hydro storage
can dramatically decrease its need.

We presented that hydropower potential in the Himalaya Mountains
is heavily site-dependent and shows significant variability and un-
certainty. To examine the benefits of geographic diversification of
streamflow potential, we compared the role of PHES in isolated systems
and integrated systems, concluding that the contribution of the PHES
systems is more significant in isolated cases as resource-sharing serves a

Fig. 10. Results of the pumped hydro versus conventional hydropower system at various scales for the BD (left column) and CP (right column) cases. (a-b) Reservoir size, (c-d) Solar panel
area, (e-f) Percentage distribution of sources to meet the demand, (g-h) System unit cost.
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similar purpose of leveling loads in integrated systems.
Another interesting result that we showed is that pumped hydro

systems allows for a greater capacity of solar to be installed econom-
ically compared to conventional systems. The amount of internally used
solar energy within the demand points is higher in the systems with
PHES as solar energy meets the morning and late afternoon demands
more effectively due to increased solar panel area.
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Table 6
Summarized results for the integrated system versus isolated systems.

Integrated Case w/ Pumped H. Isolated Cases w/ Pumped H.

Bhagirathi/Delhi Chenab/Punjab BD CP

Upper Reservoir Size
(km3)

0.025 0.018 0.091 0.003

Lower Reservoir (km3) 0.009 0.001 0.036 0.000
Solar Panel Area (km2) 9.518 6.934 25.111 0.000
Generator/Pump

Capacity (GW)
0.410 1.363 1.406 0.927

Transmission Line
(GW)

0.303 0.222 1.480 0.927

0.634 0.729 – –

Expected Unit Cost
($/kWh)

Hydro 0.011 0.026 0.010
Solar 0.122 0.073 NA
Diesel 0.250 0.250 0.250
System 0.049 0.089 0.023

Expected Energy
Distribution (%)

Hydro 77.4% 50.7% 94.6%
Solar 15.0% 42.8% 0.0%
Diesel 7.5% 6.5% 5.5%
Total 100% (5525 + 4585) 100%

(5525)
100%
(4585)

Table 7
Summarized results for the integrated systems with pumped hydro storage and conventional hydro storage.

Integrated Pump H. Integrated Conventional H.

Bhagirathi/Delhi Chenab/Punjab Bhagirathi/Delhi Chenab/Punjab

Upper Reservoir Size
(km3)

0.025 0.018 0.035 0.021

Lower Reservoir
(km3)

0.009 0.001 NA NA

Solar Panel Area
(km2)

9.518 6.934 8.036 5.627

Generator/Pump
Capacity (GW)

0.410 1.363 0.243 1.546

Transmission Line
(GW)

0.303 0.222 0.167 0.180

0.634 0.729 0.772 0.774

Expected Unit Cost
($/kWh)

Hydro 0.011 0.011
Solar 0.122 0.144
Diesel 0.250 0.250
System 0.049 0.050

Expected Energy
Distribution (%)

Hydro 77.4% 78.1%
Solar 15.0% 12.6%
Diesel 7.5% 9.3%
Total 100% (5525 + 4585) 100% (5525 + 4585)
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