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H I G H L I G H T S  

• Forecasted hourly apartment electricity use (59 apartments, 11 floors, 3 seasons). 
• Developed novel neural network with selected auto-regressive features. 
• Compared accuracy of model against 4 benchmark models. 
• Novel neural network improves forecasting accuracy by up to 25%. 
• Identified underlying drivers of accuracy and discussed their application.  
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A B S T R A C T   

Residential electricity load profiles and their diversity have become increasingly important to realize the benefits 
of Smart or Transactive Energy Networks (TENs). An important element of TENs will be practical, accurate, and 
implementable residential load forecasting techniques. While there have been many approaches to short-term 
load forecasting, few have included forecasting for individual households, partly because the high volatility 
and idiosyncrasies present in individual household load data can pose significant challenges. In this study, we 
develop a Convolutional Long Short-Term Memory-based neural network with Selected Autoregressive Features 
(termed a CLSAF model) to improve short-term household electricity load forecasting accuracy by employing 
three strategies: autoregressive features selection, exogenous features selection, and a “default” state to avoid 
overfitting at times of high load volatility. We include aggregations of apartments to floor and building level, 
because utilities may favor transactive approaches that rely on aggregator models, e.g., a cluster of consumers as 
opposed to an individual. We demonstrate that the CLSAF model, by virtue of its enhanced feature representation 
and modest computational resources, can accomplish load forecasting in a multi-family residential building 
across three spatial granularities (individual apartment/household, floor, and building levels), with an accuracy 
improvement of up to 25% compared to a persistence model. We propose a data screening technique to char
acterize time-series electricity-load data. This technique is suitable for integration into a TEN ecosystem and 
allows one to estimate confidence levels of the load forecasts to optimize computational resources and the risks 
associated with uncertain forecasts.   

1. Introduction 

1.1. Background and motivation 

In recent years, residential electricity load profiles have become 

increasingly varied among neighborhoods and homes due to modified 
work and leisure patterns, increased use of electronics, and more 
frequent presence of distributed generation (e.g., roof top photovoltaic) 
and storage (e.g., electric vehicles) [1]. This increases the benefit of and 
need for electrical networks such as Transactive Energy Networks 
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(TENs) [1], which could transform homes from being a passive load into 
a smart storage and demand responsive entity for electric grids, thus 
enabling a dynamic balance of demand and deeper integration of 
emerging clean electricity generation (Fig. 1). For example, Zheng et al. 
[2] introduced a model for levelized storage cost, based on storage 
lifetime and electricity tariffs, and developed a storage dispatch algo
rithm to optimize the storage size and the grid demand limits. Similarly, 
as reviewed by Song et al. [3], a host of novel market mechanisms and 
respective technology solutions are under consideration to improve the 
resiliency and reduce the carbon intensity of electricity grids. Most of 
these innovations will either require, or at least benefit from, the ability 
to forecast short-term electricity consumption patterns at the level of 
individual actors in a TEN (with “short-term” typically referring to 30 
min to one-week time periods, but not longer) [4]. In the case of multi- 
family residential buildings, which are common in many urban areas 
around the world, the level of an individual actor could include an in
dividual apartment, a floor, or an entire apartment building, for 
example. 

Implementation of such intelligent and adaptive elements requires 
advanced techniques for accurate and precise load demand and power 
generation forecasting [5]. For short-term load forecasting, many ap
proaches have been studied but few have focused on the electricity load 
of individual households, for two reasons: First, electricity load profiles 
of individual households can reveal private information that often 
cannot be published, contributing to a lack of data availability for the 
residential sector, especially in multi-family residential buildings. Sec
ond, forecasting the electricity load of individual households is 
conventionally considered challenging due to the volatile nature of 
household load data [6]. 

1.2. Research context and previous work 

A large portion of the existing work on electricity use forecasting has 
focused on commercial buildings due to the availability of datasets and 
the often more easily identifiable diurnal use patterns (reviewed in, e.g., 
Meinrenken and Mehmani [7]). For residential buildings, researchers 
have developed various statistical models and machine learning algo
rithms for load prediction. Many of them used datasets containing only 
one level of spatial aggregation (e.g., the aggregate load profile of an 
entire building). A few studies have carried out comparative 

experiments based on various scenarios to investigate the influence of 
forecast granularities (e.g., load at level of individual apartments or 
their aggregates at floor or building level). Some studies have aimed at 
improving forecasting accuracy by overcoming some common chal
lenges of machine learning algorithms such as overfitting (reviewed by 
Amasyali et al. [8]). 

In the following, we focus on three specific aspects of load fore
casting models that are of particular relevance to the methodology in the 
present study, and how it builds on previous work, namely (i) particular 
challenges in the residential sector; (ii) spatial granularity; and (iii) 
feature selection and the role of sparse models. A summary of the 
forecasting accuracies in prior studies, separated by spatial granularity, 
is shown in Fig. 2. For a more complete overview of existing forecasting 

Fig. 1. Illustrative setup of sharing temporarily stored electricity in a Transactive Energy Network (TEN) for a Multifamily Urban Residential Building. Three 
illustrative multi-family residential buildings show three possible choices of battery systems (one per apartment, one shared per each floor, or one shared per 
building) which would require load forecasting at the level of apartments, floors, or buildings, respectively. 

Fig. 2. A summary of forecasting accuracies achieved in previous related 
studies. CV-residual denotes the Coefficient of Variation, as used, e.g., by Jain 
et al. [22] and MAPE denotes the Mean Absolute Percent Error, as used, e.g., by 
Ghofrani et al. [9]. Some of the CV-residual plotted here were originally 
assessed as root mean squared error (RMSE), as used, e.g., by Marino et al. [17]. 
In order to make the results more comparable, we divided RMSE by the 
respective averages of their corresponding load observations to change the 
metric from RMSE to CV-residual. The three spatial granularities shown 
correspond to the ones analyzed in the present study. 
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models, we refer to existing reviews such as the ones cited above. 

1.2.1. Load forecasting models for residential electricity use 
As noted, few previous studies have focused on the forecasting of 

electricity load in residential buildings, and only some on individual 
households. One such study, by Ghofrani et al. [9], forecasted the 
electricity load of one specific household. A Kalman Filter estimator was 
applied, and the load was forecasted hourly and sub-hourly as a sum of 
two separate components: the weather-dependent component and the 
lifestyle component. The authors used mean absolute percentage error 
as the accuracy metric and obtained forecasting accuracies between 18% 
and 30%. Munkhammar et al. [10] employed what is referred to as a 
“Markov-chain mixture distribution model” to forecast one step ahead 
(half-hour resolution) residential electricity consumption data from 
Australia. Iwafune et al. [11] used a multiple linear regression model to 
predict one-day ahead electricity consumption of a single household 
with a mean absolute percentage error (MAPE) forecast accuracy of 
12.4%. 

Previous studies also addressed the problem of identifying an 
optimal model for residential load forecasting tasks by comparing the 
accuracies of various machine learning algorithms. For example, 
Edward et al. [12] implemented seven different models, including 
multiple linear regression, support vector machine, and deep neural 
networks, to forecast one-hour ahead electricity loads of a residential 
building. While the tested models showed reliable forecasts when 
considering the average coefficient of variation (CV), compared to 
similar work, their datasets were limited to only three individual 
households. Besides this, in the work by Iwafune et al. [11] the elec
tricity load data was not measured but simulated based on several 
energy-usage patterns of some US households, which were recorded in 
the Building-America study [13]. Therefore, the need remains to validate 
such models on larger datasets of measured electricity consumption. 

In order to improve forecasting techniques, some studies have tried 
hybrid models and demonstrated that these could perform better than a 
single statistical or machine-learning model. Fan et al. [14] set up a new 
ensemble model to forecast next-day electricity use and electricity-load 
peaks by implementing eight base models. They concluded that the 
ensemble models can achieve higher accuracies compared with single 
base models. Zhang et al. [15] developed a hybrid approach that used an 
autoregressive integrated moving average, improved mode decomposi
tion, and a wavelet neural network optimized with a fruit fly optimi
zation approach. Their forecast results illustrated that such model 
performs better than other single machine learning models in electricity 
load forecasting accuracy. 

In recent years, deep learning models have been shown to offer many 
advantages, and they often perform better than traditional machine 
learning. Both Zheng et al. [16] and Marino et al. [17] have succeeded in 
applying a Long Short-Term Memory (LSTM) Neural Network to short- 
term load forecasting in residential buildings. They concluded that a 
LSTM neural network has an advantage in handling data-driven elec
tricity consumption forecasting tasks. Mocanu et al. [18] used a factored 
conditional restricted Boltzmann machine, a deep learning method, for a 
residential electricity forecasting task. They obtained notable improve
ments in comparison with shallow neural networks and support vector 
machines. Recently, Andriopoulos et al. [19] applied a Convolutional 
Neural Network (CNN) to a short-term load forecasting task for three 
individual households. They employed a statistical analysis to convert 
their original dataset to a format that facilitated leverage of the ad
vantages of the CNN algorithm. They concluded that the proposed CNN 
can outperform conventional LSTM in cases where the number of data 
observations are limited (such as the loads in a small energy community) 
and the load patterns change dynamically. 

1.2.2. Forecasting at different spatial and temporal scales 
In addition to modeling techniques, the spatial and/or temporal scale 

of forecasting (or sometimes granularity [20]) is another factor affecting 

the forecasting accuracy. Electricity load data in multi-family residential 
buildings, for example, can be obtained at varying temporal granularity 
such as 15 mins, 1 h, or 1 day, and at different spatial granularities such 
as household, floor, or building level. Determining the optimal forecast 
granularity is an important aspect of improving accuracy of the forecast. 
Lusis et al. [20] forecasts 30 mins, 60 mins, and 120 mins ahead, using 
four STLF methods for individual households. They concluded that 
prediction accuracy is higher for 2-hour ahead forecasts. Kong et al. [21] 
proposed an LSTM neural network-based approach and conducted load 
forecasts at both grid sub-station and household level. They compared 
the forecasting accuracy in two situations, namely, aggregating the 
forecast for each household or forecasting only the aggregated total 
substation load. They concluded that aggregating the individual 
household-load forecasts can improve their prediction accuracy by 
1.08% for BPNN and 0.49% for LSTM models. 

Determining the optimal spatial and temporal granularities at the 
same time, Jain et al. [22] applied a support vector regression (SVR) 
model to make one-step load predictions for a residential building at 10- 
min, hourly, and daily temporal granularities, as well as household, 
floor, and building spatial granularities. They found the optimal fore
casting granularity to be for one-hour ahead and at floor level. Zheng 
et al. [23] developed a Kalman filter-based bottom-up method to in
crease the accuracy of household-load forecasting. They verified the 
advantages of this approach via granularity analysis at the level of ap
pliances, rooms, and household, and found that the Kalman filter 
bottom-up method at the appliance level can improve household load 
forecasting accuracy. Xu et al. [24] applied a probability-based elec
tricity forecasting model for buildings that decomposed the load into a 
baseline load and an abnormal peak load. They concluded that such a 
decomposition technique can provide more granular data for forecasting 
models and hence increase forecasting accuracy. 

1.2.3. Feature selection and sparse models 
Sparse models and feature selection techniques have been shown to 

improve electricity load prediction by capturing certain key features 
[25]. Therefore, these approaches could be utilized to obtain a gener
alized model by lowering the risk of overfitting, as they can focus on a 
small amount of core information highly correlated with electricity use. 

Regarding the sparse coding techniques used in existing literature, 
Jain et al. [26] applied a lasso regression model, which is a shrinkage 
and selection approach to linear regression that approximates sparse 
coefficients, to forecast energy use in an NYC multifamily residential 
building. They concluded that the lasso regression model provides 
competitive performance compared with a support vector machine. Yu 
et al. [27] studied the use of a sparse coding approach to forecast the 
electricity load of several individual households. They obtained 10% 
improvements in the accuracy of forecasting next-day total load and 
next-week total load (compared with classical methods) when they 
added sparse code features in ridge regression. Recently, Kaneko et al. 
[28] proposed a technique to identity annually dominant explanatory 
variables by devising scenario-dependent models to quantify hourly use. 
The proposed approach, based on enumerating sparse, partially linear 
additive models and a linear programming approach, was successful in 
identifying the key dominant variables. Candanedo et al. [29] presented 
a data-filtering method by removing non-predictive parameters and 
unrelated features, to improve the performance of 4 statistical models 
for the energy use of appliances in a low-energy house. With the method, 
they concluded that the gradient boosting machines (GBM) out
performed the other 3 used models, which achieved the accuracy of 57% 
in R2. However, their data-filtering method for the GBM and their 
approach of separating training and testing datasets are not applicable to 
us, since we need to keep updating the values of our model parameters to 
handle the changing load profiles of our datasets (introduced in Section 
2.1). 

Clustering of historical household load curves is another technique 
that could be combined with sparse coding techniques to better 

L. Li et al.                                                                                                                                                                                                                                        



Applied Energy 287 (2021) 116509

4

accomplish electricity load forecasting tasks. Kwac et al. [30] used an 
adaptive K-means algorithm to cluster historical load curves of house
holds and identified different types of typical household load patterns 
(without yet using them for forecasting). Benitez et al. [31] analyzed the 
electricity consumption of residents in Spain by applying a dynamic 
clustering approach to better evaluate electricity consumption trends of 
individual households. Chaouch et al. [32] applied some cluster-based 
features to improve functional time-series forecasting for household 
electricity loads. 

More recently, with respect to forecasting electricity load and other 
time-series data, some studies have implemented feature selection by 
integrating advanced deep learning techniques. Hernández et al. 
developed improved neural networks to forecast the next day’s aggre
gated load at an electrical power station. Seven models based on their 
designed multilayers of neural networks were proposed, progressively 
adding input variables after analyzing the influence of climate factors on 
the aggregated load [33]. Amarasinghe et al. [34] developed a 1-D 
convolutional neural network (1D-CNN) performing energy load fore
casting at individual building level. Their experimental results showed 
that the CNN outperformed SVR. However, using such an approach here 
is unlikely to succeed when temporal load profiles have large seasonal 
volatility and unexpected load changes due to human behavior. 
Regarding the recently used recurrent neural networks, Wang et al. [35] 
developed a novel short-term load forecasting method based on the 
attention mechanism (AM), rolling update (RU) and bi-directional long 
short-term memory (Bi-LSTM) neural network. When comparing the Bi- 
LSTM model with AM and RU to a traditional Bi-LSTM model, both the 
mean absolute percentage error (MAPE) and the root mean square error 
(RMSE) were shown to decrease in the load forecasting associated with 
their two data sets. Wilms et al. and Wan et al. [36,37] both employed 
encoder-decoder layers by using a sequence-to-sequence (Seq2Seq) 
network and a temporal convolutional network respectively, to yield 
better hidden representation of features for time-series data forecasting. 
They concluded that their developed architectures outperform many 
multivariate regressions techniques. 

1.3. Focus of present study and differentiation from previous work 

The above-mentioned studies, using sparse coding techniques and 
advanced neural network techniques, usually automatically obtain the 
most influential hidden feature representation by using fixed types of 
features. However, this approach usually does not consider whether 
these features are always dominant under different situations such as 
seasonal changes and some idiosyncratic human behaviors. Similarly, 
although most of the above discussed studies applied past electricity 
load values as important features for prediction, they did not consider 
dynamic methods of continuously updating the selection to the most 
correlated feature types in order to enhance the feature representation 
before feeding them to the forecasting models. Such a dynamic feature- 
selection process is needed when electricity consumption of an apart
ment (as in our dataset described in Section 2.1) could be primarily due 
to loads from a refrigerator and standby-mode electronics that are pre
sent even when a resident is not in the apartment for up to several days. 
In such cases, predictions are difficult as the load pattern changes be
tween a state where residents are generally at home and one where they 
are away for several days. This can lead to overfitting if this problem is 
addressed by using multiple previous time-step load values (as done by 
the aforementioned studies) and by relying only on the feature-selection 
process of the encoder-decoder layers of Seq2Seq and TCNN or the sum 
of weighted states of AM-based LSTM structure. This is because the 
inference by hidden states of the historical load of individual apartments 
sometimes cannot be used to build a correct or strong connection to the 
forecasting time step. Aiming to address these issues in the present 
study, we extend a previously introduced Convolutional LSTM frame
work (ConvLSTM) [38], whose built-in kernels allow the extraction of 
key information, by adding a dynamic feature-selection algorithm and a 

model-simplification approach, which enables timely reactions to the 
rapidly changing states of various load profiles in case of overfitting. The 
resulting ConvLSTM–based neural network with selected autoregressive 
features (henceforth CLSAF model) is tested as a short-term load pre
diction in a multifamily residential setting over three different season 
types (winter, summer, and the shoulder seasons of spring or fall) and 
across three spatial granularities (apartment, floor, and building level). 

To test the feasibility and forecasting performance of our approach, 
we use a residential apartment building in New York City, NY, USA as a 
case study. We use the actual, hourly apartment-level electricity load of 
59 individual apartments across 11 floors and from three different sea
sons (2019 data) to train the forecasting models and evaluate their ac
curacy. This data-rich case study allows us to systematically evaluate the 
effects of season, spatial granularity, and model choice on the fore
casting accuracy. Finally, we determine two key characteristics of the 
residential load data and how these affect the forecasting accuracy for 
different apartments or floors. Based on this analysis, we discuss basic 
elements of a possible data screening technique, which could aid in 
providing confidence levels of load predictions to facilitate more com
plex transaction schemes within TENs. 

2. Data and methods 

2.1. Overview of electricity data 

Our electricity use dataset is of a building in Manhattan, New York, 
NY (IECC climate zone 4A [39]), a multi-story residential building built 
prior to 1940. The building is a pre-war construction with a steam- 
based, central heating system and electric window air conditioners for 
cooling. Therefore, air conditioning loads are reflected in the apart
ments’ electricity use, whereas heating loads are not (except for the 
occasional supplementary heating via personal electric space heaters or 
heating blankets, for example). Electricity use for every apartment was 
separately metered by a Siemens® SEM3 micro-meter system with 50- 
amp split core current transformers and ±1% accuracy [40]. As the 
model training data at apartment-level, we used the incremental elec
tricity consumption (kWh) from one hour to the next. For the floor and 
building level, we first aggregated the observed electricity load of the 
respective apartments at either the floor or building level, and then used 
the aggregated data as training data to forecast the aggregate level (as 
opposed to first predicting the apartment-level data and then aggre
gating the forecasted apartment-level data, as done by, e.g., Jain et al. 
[20]). 

The dataset contains 59 individual apartments, eleven floors, and 
one building, for three time periods in 2019, to reflect various weather 
conditions during the year: a period in winter when the use of indoor 
lights and possible auxiliary use of electric space heaters is highest (Jan. 
7th to Feb. 3rd); a period during a shoulder season when little or no 
auxiliary heating but also little or no air conditioning will be used (Apr. 
1st to Apr. 28th); and a period in the summer when the use of air con
ditioning is high (July 15th to Aug. 11th). In order to ensure compara
bility of the 3 different time periods, each period was chosen to start on a 
Monday and to last exactly 28 days, such that the different periods 
would each comprise of the same number of weekdays and weekend 
days. For convenience, we henceforth refer to these three periods simply 
as ‘January’, ‘April’ and ‘July’, respectively. 

Fig. 3(a) displays the diurnal load profiles averaged over all 59 
apartments. Fig. 3(b) shows three examples of the hourly consumption 
of individual apartments during a one-day period. Data averaged over 
all apartments show systematic load patterns (e.g., high in the evening 
hours, low during the night), whereas some individual apartments do 
not, with volatile loads, partially caused by residents leaving the 
apartment for several days at a time. As reviewed in the Introduction, 
such idiosyncratic patterns render load forecasting more challenging. In 
response to such challenges, the model approach developed here aims at 
extracting the most correlated information from daily load profiles as 
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prediction features, in order to mitigate the interference of idiosyncratic 
human behavior with prediction accuracy. 

2.2. Metric to evaluate forecasting accuracy 

In past studies, four types of metrics have been used to assess fore
casting accuracy [41]: (i) scale-dependent measures, e.g., Root Mean 
Square Error or Mean Absolute Error; (ii) normalized metrics, e.g., Mean 
Absolute Percent Error (MAPE) or Coefficient of Variation (CV); (iii) 
relative metrics such as Mean Relative Error; and (iv) scale-free metrics 
such as Mean Absolute Scaled Error [21]. Since the scale-dependent 
measures cannot be used for comparing the accuracy of forecasting at 
different magnitudes and MAPE is not applicable when handling the 
case of zero load values, in the present study we use CV, as applied, e.g., 
by Jain et al. [20]. We refer to CV as CV-residual, in order to distinguish 
it from another, similarly defined metric in the following sections. CV- 
residual is defined as follows: 

CVresidual =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N− 1

∑N

t=1
(yt − ŷt )

2

√

y
(1)  

where N is the number of individual hourly load observations for which 
the load is forecasted. In our study, N is equal to 504 (24x7x3), repre
senting the hourly load over the last three weeks of each 4-week time 
period (the first week is used for training and the last three weeks are 
used for accuracy evaluation, as shown in Table 1). yt and ŷt are the 
observed and predicted hourly load at time step t, respectively. y is the 
mean value of the N observations of the hourly electricity load. 

2.3. Forecasting models and features used in this study 

In the present study, we firstly tried 4 benchmark models (introduced 
in Section 2.3.1) and a ConvLSTM model (introduced in Section 2.3.2) to 

complete the forecasting task. Then, by overcoming some disadvantages 
of the ConvLSTM model, and combining it with some advantages of one 
benchmark model, a more accurate and robust CLSAF model (intro
duced in Section 2.3.3) was developed, which can carry out short-term 
load forecasts for all scenarios (i.e., for the three spatial granularities 
and three seasons). Table 1 provides an overview of the 6 models and the 
corresponding feature types used in the present study. 

After an overview of the input data, the subsequent sections are 
organized as follows: Section 2.3.1 illustrates 4 benchmark models to 
establish some baselines for achievable accuracies. Section 2.3.2 pre
sents the mechanism and implementation steps of a previously used 
ConvLSTM model. Section 2.3.3 presents the mechanism and imple
mentation steps of the novel CLSAF model and demonstrates the ad
vantages of the CLSAF model over both the ConvLSTM model and the 
Persistence model. 

Input data, source, and accuracy 
For the source and accuracy of the electricity data, please refer to 

Section 2.1. All weather data (i.e., both for training and for testing) was 
historical 2019 data as shown in Table 1, which was obtained from the 
National Oceanic and Atmospheric Association (NOAA) [42], NY Central 
Park Station. The temperature data is accurate to ±0.3 ◦C, and the hu
midity and wind speed data to around ±1% [42]. The building is about 1 
mile from the weather station. In practical applications of the fore
casting, the weather conditions used as the exogenous features for the 
forecasting of each time-step will be the one-hour weather forecasts 
(however, for the initial training (“warm-up”) period, the models would 
still use actual, observed weather conditions, as shown in Table 1). As 
can be seen from the typically achievable load forecasting accuracies 
(Fig. 2), these relatively minor uncertainties in the input data do not 
materially contribute to the uncertainty of load forecasts. 

Regarding the use of exogenous features shown in Table 1, dry-bulb 
temperature (henceforth “temperature”), absolute humidity (henceforth 
“humidity”), wind speed, binary weekday/weekend, and the sinusoid of 
local time were chosen as our predictors. Wind speed rather than wind 

Fig. 3. (a) Diurnal patterns of average hourly electricity consumption in 59 apartments. The patterns are shown separately for weekdays and weekends, across the 
three time periods (Jan. 7th to Feb. 3rd; Apr. 1st to Apr. 28th; and July 15th to Aug. 11th). (b) Example daily electricity-load profiles of three sample apartments. The 
first two are daily profiles of 24 h in April and January, respectively, and the third is a daily profile of one week in August. For the sample apartments, actual hourly 
consumption data and the exact time period are not shown, due to privacy considerations. All data is from 2019. 
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direction was chosen as one of the features as the prevailing wind di
rection at a weather station is not indicative of the actual wind direction 
at a specific apartment in a dense urban setting. On the other hand, wind 
speed and solar radiation are more likely to be closely associated with 
cooling and lighting needs at the apartment in question and have been 
used in our analyses. However, when solar radiation was added as an 
additional exogenous feature, it was detrimental to accuracy; this may 
be because in multi-family high rise buildings, only the predominantly 
south facing apartments or the apartments on the higher floors are 
subjected to direct solar radiation, even if the sun shines. Therefore, we 
decided to remove irradiance from the list of exogenous features. 

2.3.1. Benchmark models 
Persistence models can be applied as a benchmark for time-series 

prediction applications [44]. In this study, as we aim at conducting a 
single-step hourly forecast, the persistence model we adopt uses the 
hourly load observed during the most recent time step: 

Singlestepforecasting : ŷt = yt− 1 (2)  

where ŷt is the predicted hourly load at time step t and yt− 1is the 

observed hourly load at time step t-1. 
Auto Regressive Integrated Moving Average (ARIMA) models and 

Exponential Smoothing (ETS) models are two strong, and well- 
established model types for time-series forecasting [45]. Therefore, 
they were selected among our series of benchmark models and used on 
all the aforementioned datasets, with default parameters automatically 
selected by using the “forecast” package in R [46]. In addition, as dis
cussed in Introduction, the Support Vector Regression (SVR) has proven 
to be a well-performing model in residential load forecasting [20], so it 
was also selected as a benchmark model, using the same features as the 
ones for the employed ConvLSTM model to set up a SVR, as shown in 
Table 1. 

Regarding the training process for the ARIMA, ETS, and SVR models 
in the study, an efficient sliding-window (SW) approach was used as in 
Khan et al. [47]: After the initial training via the first 7-day load data of 
each 28-day period (introduced in Section 2.3.2), a sliding window was 
employed for continuous training to update model parameters for each 
forecasted time-step. The window size was determined by exploiting 
spectral components of the historical load data using the Lomb–Scargle 
method [48]. The reason for using the sliding window is that the load 
patterns of the individual apartments change a lot due to the seasonal 
changes and idiosyncratic resident behavior, as discussed in Section 2.1. 
For convenience, we henceforth refer to these three benchmark models 
simply as SW-ARIMA, SW-ETS and SW-SVR, respectively, as shown in 
Table 1. 

2.3.2. Convolutional long short-term memory neural network (ConvLSTM) 
model 

2.3.2.1. Motivation for adopting ConvLSTM model. Long Short-Term 
Memory (LSTM) Neural Networks have been proven to be an efficient 
and powerful approach to short-term residential load forecasting tasks 
across multiple spatial granularities, as shown, e.g., by Kong et al. [21]. 
However, an LSTM model might not completely meet the requirements 
of our dataset, for two reasons: First, as shown in Section 2.1, electricity 
loads in some apartments are volatile without clear diurnal patterns. 
Second, the primary factors driving electricity load may vary between 
seasons. In particular, the ambient temperature will likely affect the 
electricity consumption of air conditioners during the summer time but 
will be less relevant in wintertime when a building is centrally heated. 
Consequently, it might be best to only use the exogenous features most 
correlated with electricity load. In this study, we tried a ConvLSTM layer 
to capture core information of the exogenous features that are highly 
correlated with electricity load, by taking advantage of the built-in 
kernels. Also, such a ConvLSTM layer can be easily combined with our 
developed dynamic feature-selection algorithm and “default” state, 
which will be discussed in Section 2.3.3. 

2.3.2.2. Mechanism and implementation of ConvLSTM model. A 
ConvLSTM neural network, introduced by Xingjian et al. [38], is a 
variant of the LSTM neural network, which integrates a convolution 
operation into the LSTM cell. The convolution operation takes the place 
of a matrix multiplication at each of the LSTM cell’s gate, and thereby 
captures inherent spatial features by several convolution operators in 
multi-dimensional data. Xingjian et al. [38] applied their proposed 
ConvLSTM network to better capture the spatiotemporal correlations of 
their spatial data. They concluded that the ConvLSTM network out
performs an LSTM with fully connected layers for precipitation 
nowcasting. 

A ConvLSTM cell consists of a series of operations that can store 
temporal information with a selection process by the built-in kernels, 
and timely erases the cell’s memory, like an LSTM cell, to prevent 
gradient vanishing [49]. Fig. 4 displays the basic mechanism of a 
ConvLSTM cell whose operations can be formulated as six core 
equations: 

Table 1 
Overview of the inputs, outputs, and initial training (warm-up) periods for the 
employed 6 models (4 benchmark models and 2 newly employed models). The 
definition of initial training (warm-up) period will be introduced in Section 
2.3.2. Prediction horizon is single step forward. Weather conditions were ob
tained from the National Oceanic and Atmospheric Association (NOAA) [43], 
NY Central Park Station.  

Model 
name 

Autoregressive 
features (historical 
hourly electricity 
load), y[t] denotes 
current time-step 
load) 

Exogenous 
features (hourly 
granularity) 

Initial 
training 
(warm- 
up) 
period 

Output 
(one-step 
ahead 
hourly 
electricity 
load) 

Persistence y[t-1] None None y[t] 
SW- 

ARIMA 
Selected by the 
default setting of 
“forecast” package 
in R 

None First 7 
days of 
each 28- 
day 
period 

y[t] 

SW-ETS Selected by the 
default setting of 
“forecast” package 
in R 

None First 7 
days of 
each 28- 
day 
period 

y[t] 

SW-SVR y[t-1] Temperature[t], 
absolute 
humidity[t], 
wind speed[t], 
binary 
weekday/ 
weekend[t] and 
sin(local time 
[t]) 

First 7 
days of 
each 28- 
day 
period 

y[t] 

ConvLSTM y[t-1] Temperature[t], 
absolute 
humidity[t], 
wind speed[t], 
binary 
weekday/ 
weekend[t] and 
sin(local time 
[t]) 

First 7 
days of 
each 28- 
day 
period 

y[t] 

CLSAF Selected y[t-pt] or 
y[t-1] (pt denotes a 
selected lag from 
time index) 

Temperature[t], 
absolute 
humidity[t], 
wind speed[t], 
binary 
weekday/ 
weekend[t] and 
sin(local time 
[t]) 

First 7 
days of 
each 28- 
day 
period 

y[t]  
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ft = σ
(
Wfx*xt +Wfh*ht− 1 + bf

)

it = σ(Wix*It + Wih*ht− 1 + bi)

Ĉt = tanh(WCx*It + WCh*ht− 1 + bC)

ot = σ(Wox*It + Woh*ht− 1 + bo)

Ct = Ĉt⋅it +Ct− 1⋅ft  

ht = tanh(Ct)⋅ot (3)  

where ‘•’ denotes the Hadamard product and ‘*’ the convolution oper
ation. It is the input of the ConvLSTM cell at time step t. ht− 1 and Ct− 1 are 
the output and state of the ConvLSTM cell at time step t-1, respectively. 
Similarly, ht and Ct are the output and state of the cell at time step t. 
They are generated by several joint computations based on four inter
mediate vectors: ft, it, Ĉt , and Ot at time step t. Wfx, Wfh, Wix, Wih, Wcx, 
Wch, Wox, and Woh are trainable weights that appear in pairs for each 
intermediate vector. bf , bi, bc, and bo are corresponding trainable biases. 

As shown in Table 1, we employed the electricity load of the most 
recent time-step as the only autoregressive feature, and temperature, 
humidity, local time, wind speed, and a binary variable (1 for Mon-Fri 
and 0 for Sat-Sun) as the exogenous features for the prediction. In this 
case, the exogenous features vector E[t], the input vector I[t], and the 
predicted hourly load ŷ[t] for time step t, are defined as: 

E[t] =
[
temperature[t]humidity[t]time[t]windspeed[t]weekday&weekend[t]

]

I[t] =
[
y[t− 1]E[t]

]

ŷ [t] = ConvLSTM{I[t]} (4)  

where y[t− 1]denotes the observed hourly load at time step t-1, I[t] is 
composed of y[t− 1] and exogenous vector E[t], as the input vector at time 
step t, and ŷ[t] denotes the corresponding output (forecasted hourly 
load). As discussed by Xingjian et al. [38], the ConvLSTM cell expects 
the feature dimension of an individual input to be a two-dimensional 
array. In our case however, we treat I[t] as a single feature with a 
dimension of one by six. 

As the model is employed to conduct single-step load forecasting, 
there is no need to separate the data into training and testing data. 

However, the model needs a warm-up period for initial training to adjust 
itself to the best state (the warm-up period is necessary for the bench
mark models as well, for the same reason). Therefore, for each of the 
three 28-day periods, the load data of the first-week (first 7 days) was 
used as the warm-up period for initial training, and after that the model 
was formally employed to make the forecast. After forecasting each 
time-step, the observed hourly load at the last predicted time step was 
used for parameter updating. The reason for choosing the first-week load 
data of each 28-day dataset as the initial training (warm-up) period was 
twofold: First, through multiple experiments, we found that if the warm- 
up period exceeds 2 days, the accuracy of the subsequent forecast will 
converge, meaning that the forecasting accuracy would not rise if a 
longer warm-up period were implemented (due to the varying load 
patterns as discussed in Sections 2.1 and 2.3.1). Second, choosing the 
previous one week as the warm-up period (instead of a longer period) 
can make our developed dynamic feature-selection algorithm (as 
introduced in Section 2.3.3) characterize the historical electricity di
urnals of the targeted apartment quickly without high computational 
resources. Table 2 shows the hyper parameters of the ConvLSTM model, 
and Fig. 5 shows its un-rolled sequential architecture, which can be used 
for both the training (by back-propagation through time, BPTT) and for 
the one-step-ahead load forecasting. 

2.3.3. ConvLSTM neural network with selected auto-regressive feature 
(CLSAF model) 

2.3.3.1. Motivations for developing CLSAF model. As shown in Fig. 3(b), 
the load profile in some apartments is characterized by idiosyncratic 
human behavior (an apartment’s temporary vacancy, for example), 
which could prompt overfitting in the traditional ConvLSTM model (see 
example shown in Fig. 10). In order to preempt such overfitting, a better- 
suited feature representation was devised which dynamically selects the 
most correlated lagged hourly load (rather than inflexibly using the 
previous one or several load values irrespective of their correlation with 
the next load value). We thus extended the ConvLSTM model by two 
additional strategies: An autocorrelation-function (ACF)-based algo
rithm to select the most correlated lagged load as the autoregressive 
feature, and a “default” state in which the Persistence Model was 
employed whenever the algorithm failed to obtain a lagged load with 
sufficient correlation to serve as an autoregressive feature. The “default” 
state, conceived as a model-simplification, is aimed at handling over
fitting issues, which were mostly caused by an apartment’s load profile 
changing between periods of occupancy vs. vacancy, as shown in Section 
3.2.2. The CLSAF model was set up by a combination of the above 
methods, which are described one by one below. 

Fig. 4. Mechanism of a ConvLSTM cell. ‘•’ denotes the Hadamard product and 
‘*’ denotes the convolutional operator. Adapted from Xingjian et al. [38] and 
Marino et al. [17]. 

Table 2 
Structure and hyper parameters of the ConvLSTM model. All hyper parameters 
were obtained by tuning manually, based on a large number of experiments, via 
a process similar to that described in, e.g., Xingjian et al. [38]. The hyper pa
rameters shown here are specific to the present study and were chosen to bal
ance forecasting accuracy and robustness across the three spatial granularities 
and seasons.  

Property Value 

Structure One ConvLSTM2D layer and two dense layers 
Number of filters 36 
Kernel size 1 × 2 
Activation function Relu 
Nodes number of first dense layer 4 
Nodes number of second dense layer 1 
Activation function of dense layers Relu 
Epoch 20 
Size of batch 1 
Loss function Mean Squared Error (MSE) 
Optimizer Adam 
Training (warm-up) period First week of each 28-day period 
Training time (over CPU) 20 s (see Section 2.5)  
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2.3.3.2. Autocorrelation-based algorithm. The proposed algorithm, 
based on an autocorrelation function (ACF), is aimed at selecting the 
lagged hourly load most correlated with the one-step-ahead load as the 
autoregressive feature for prediction. The ACF computes the correlation 
of the time-series lagged values with themselves, thus investigating the 
periodical nature of a time-series dataset. It is formulated as follows: 

rk =
Cov(yt, yt+k)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Var(yt)∙Var(yt+k)

√ (5)  

where Cov and Var denote covariance and variance, respectively, and y 
is the observed hourly load at the given time step t or t + k. Var (yt) and 
Var (yt+k) are two variances of the hourly loads with a separation by k 
time steps. rk denotes the correlation of the hourly load values with a lag 
of k hours apart. The autocorrelations at these different lags together 
form the autocorrelation function [50]. In the present study, we set the 
range of lags returned by the ACF to be 24 (k = 0,1,2,⋯,24), to capture 
diurnal patterns, with rk measured over the previous 7 days’ hourly load 
data (starting with the one-week warm-up period, i.e., the longest period 
available in the dataset prior to the first model employment time step). 
Fig. 6 displays the ACF results of two example apartments. 

The ACF is used in the implementation of the model as follows. First, 

the ACF is employed to compute the autocorrelation in the previous 
week’s hourly load data to obtain the most correlated lag. Then, the 
corresponding lagged hourly load is selected as the autoregressive 
feature, but only for the next one-step-ahead hourly forecast. After 
moving to the next forecasting time step, the algorithm updates the 
previous one-week data by adding the latest hourly observation. It then 
repeats the autocorrelation computation and selection process to update 
the most correlated lagged load for the next-step prediction. 

For example, it can be seen in Fig. 6(a) that the first example 
apartment exhibits a regular pattern with approximately 24 h period
icity. The highest auto-correlation is at the smallest lag considered, i.e., 
1 h. (We ignore the correlation at lag 0 because it is a self-correlated 
result.) Therefore, in this case, the algorithm would select the load of 
the previous hour as the autoregressive feature for the next forecast 
(indicated as step “Select optimal lagged load …” in the flowchart in 
Fig. 7). By comparison, Fig. 6(b) shows that the 2nd example apartment 
exhibits a much weaker diurnal electricity load pattern. In this example, 
the highest auto-correlation is at a lag of 22 h, but the correlation is 
small, suggesting that a 22-hour lag feature might lead to overfitting. 
This motivated us to improve the CLASF model further by developing a 
“default” state, which we explain in the next section. 

2.3.3.3. Default state and implementation in CLSAF model. Fig. 7 shows 
the role of the default state – which acts as a more robust option as a 
fallback for the load forecasting – and its dynamic implementation in the 
CLSAF model. We defined a new variable θ, referred to as the autocor
relation threshold, which determines at what time steps the prediction 
model switches back and forth between the neural network-based 
forecasting and the forecasting based on the default state. The optimal 
value of θ was determined by a calibration procedure based on experi
ments (see next section). As shown in Fig. 7, at every time step, the 
autocorrelation-based algorithm is employed to select the most corre
lated lag, as detailed above. Then the neural network state of the CLSAF 
model (left path in Fig. 7) is employed for the one-step ahead hourly 
forecasting by the selected lagged hourly load and the exogenous fea
tures stated earlier. However, the resulting model output is used as the 
CLSAF model’s forecast only if the correlation of the selected lag was 
larger than the threshold θ. Otherwise, the CLSAF model’s “default” 
state (right path in Fig. 7) is activated by using the Persistence Model to 
obtain the forecast for the next time-step. This procedure is repeated at 
every time step. It is important to note that even after the initial “warm- 
up” training over the first-week, the parameters related to the CLSAF’s 
neural network and the most correlated lag are still updated for each 
time-step during the forecasting, regardless of whether the actual fore
cast is taken from the CLSAF’s neural network or from its default state. 

Fig. 5. Un-rolled sequential architecture of the ConvLSTM model. This archi
tecture was designed specifically for the present study. It can be used both for 
the model training by backpropagation through time (BPTT) (“warm-up”) and 
for the one-step load forecasting. I[t] and ŷ[t] denote the input and output of the 
ConvLSTM model at time step t, respectively. 

Fig. 6. Autocorrelation rk of two example apartments with up to 24 lags (July data). Blue shading shows a 95% confidence level to indicate whether the correlation at 
each lag is significantly different from zero (using the Plot_acf function from the Statsmodels module [51] in Python 3). Red dashed line shows the autocorrelation 
threshold θ as defined in Fig. 7. “Time index” (k) is in hours. 
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This ensures that the model can switch back seamlessly to the neural 
network-based forecast whenever the correlation for the most correlated 
lag is above θ. The exogenous-feature vector E[t], the input vector I[t], and 
the predicted hourly load ŷ[t] of the CLSAF model for time step t are 
defined as follows: 

E[t] =
[
temperature[t]humidity[t]time[t]windspeed[t]weekday&weekend[t]

]

I[t] =

{[
y[t− pt ]E[t]

]
Case one

y[t− 1]Case two  

ŷ [t] =

{
ConvLSTM

(
I[t]

)
Case one

y[t− 1]Case two (6)  

where the input vector I[t] and the predicted hourly load ŷ[t] have two 
cases. The first case means the load is forecasted by the neural network 
of the CLSAF model. In case one, y[t− pt ] is the most correlated hourly load 
selected by the algorithm as the autoregressive feature at time step t. I[t]
is the input vector that consists of the selected lagged load y[t− pt ] and the 
exogenous-feature vector E[t] at time step t. Similarly, I[t] needs to be 
reformatted into the required dimension of the ConvLSTM framework, 
as described in Section 2.3.2. The predicted hourly load ŷ[t] denotes the 
load forecasted for time step t. The second case means that the load is 
forecasted by the CLSAF’s default state (i.e., Persistence Model). In this 
case, the predicted hourly load ŷ[t] is equal to y[t− 1] at time step t. 

2.3.4. Calibration of optimum theta 
As shown in Fig. 7, the threshold θ determines which state of the 

forecasting model is used at which time steps and, therefore, impacts 
forecasting accuracy. To determine the optimal value of θ, experiments 
were carried out to quantify the average achieved CV-residual at 
apartment level (sample of randomly selected 20 of the 59 apartments, 
for 3 seasons). As shown in Fig. 8, the best average forecasting accuracy 
(i.e., lowest average CV-residual) of the CLSAF model is achieved with θ 
= 0.64. As θ increases from 0.64 to 0.9, it is increasingly unlikely that the 
correlation of the selected lag is greater than θ, thus resulting in the 
default state of the CLSAF being employed more frequently. Similarly, 
when θ is decreasing from 0.64 to 0.3, it is increasingly likely that the 
correlation of the selected lag is greater than θ, thus favoring the neural 
network to produce the load forecast. θ = 0.64 was used in all subse
quent analyses. 

2.4. Fast Fourier Transform (FFT) to assess strength of diurnal pattern 

We used frequency spectrum analysis to characterize the daily 
electricity load profiles, using a Fast Fourier Transform (FFT) algorithm 
which uses periodicity and symmetry to significantly reduce the 
computation time [52]. For a sequence of electricity loads yn at N time 
steps, the discrete Fourier transform (DFT) is formulated as follows: 

Yk =
∑N− 1

n=0
yne− 2πkni

N (7)  

where N denotes the sequence length. Previous studies [38] have shown 
that the computation of the DFT can be separated into two sections, odd 
and even, reducing the computational complexity and thus allowing for 
a more favorable analysis of the spectrum [53]. Therefore, Eq. (7) can be 
written as: 

Yk =
∑
N
2 − 1

m=0
y2me

− 2πkmi
N/2 + e− 2πki

N
∑
N
2 − 1

m=0
y2m+1e

− 2πkmi
N/2 (8)  

where k = 0, 1, 2, ⋯, N − 1, and 0 ≤ n < M ≡ N/2. Yk is the original 
amplitude by transformation, in terms of the frequency k. 

Once the original amplitudes Yk for all frequencies (k = 0, 1, 2, ⋯,

N − 1) were determined, we used a scaling approach by standardizing 
the original amplitudes to generate comparable amplitudes of specific 
frequencies across the 3 spatial granularities (apartment, floor, and 
building levels). The standardization was formulated as follows: 

Fig. 7. Flowchart of CLSAF model. The CLSAF model consists of a standard 
ConvLSTM model with two additions: the autocorrelation-based algorithm, 
which dynamically selects the most-suited prior load, and the “default” state 
which ensures robust forecasts during periods of possible overfitting. 

Fig. 8. Threshold theta vs. average CV-residual of 20 sampled apartments. The 
theta resulting in the lowest CV-residual across all apartments and 3 seasons, 
theta = 0.64, was used for all analysis shown in Results. (x-axis not drawn to 
scale in order to emphasize the behavior around optimum theta.) 
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Ys
k =

Yk − μY

σY
+C (9)  

where Ys
k denotes the standardized amplitude of frequency k. μY and σY 

are the mean and the standard deviation of the original amplitudes. The 
constant C prevents negative amplitude values and was set to 0.5. 

In order to quantify the strength of diurnal patterns of the load 
profiles, we defined a new variable S, as shown in Eq. (10), which is the 
mean value of the standardized amplitudes (Eqs. (8) and (9)) at two 
specific frequencies, namely 1 cycle per day and 2 cycles per day: 

S =
Ys

k1
+ Ys

k2

2
(10)  

where Ys
k1 

and Ys
k2 

denote the standardized amplitudes as per Eq. (9), 
and k1 and k2 represent the specific frequencies 1 cycle per day and 
2 cycles per day, respectively. 

2.5. Computational resource requirements 

The ConvLSTM and CLASF models evaluated in this study were run 
on a standard computer with Intel (R) core (TM) 1.99 GHz CPU and 16 
Gb of memory. The code was written in Python. No significant compu
tational resource or code was needed for the Persistence Model as the 
load forecast is simply executed by applying the previous observed 
hourly load. The ConvLSTM and CLSAF models require approximately 
the same computational resources because the CLSAF model is a com
bination of the ConvLSTM and Persistence models. The CPU time for the 
warm-up period for each model was about 20 s. Only 0.2 s were required 
for each subsequent time-step for parameter updating and prediction. 
Therefore, a standard machine with one CPU could easily provide the 
required computational power for a real-life application of the CLASF 
model in a TEN, meaning that each next-hour-load could be forecasted 
near instantaneously as soon as the previous time step’s load has been 
measured and exogenous variables have been collected. 

3. Results 

3.1. Best performing models 

As discussed above, the principal challenge of load forecasting with 
respect to our dataset is the large volatility of loads in individual 
apartments. Thus, in selecting the best performing models, our priority 
was focused on the performance of all models in forecasting apartment- 
level load data. An overall summary of apartment-level forecasting ac
curacies by the 6 employed models (4 benchmark models and two new 
models) is provided in Table 3. 

As shown in Table 3, the SW-ARIMA, SW-ETS, and SW-SVR models 
have worse accuracy (higher CV-residual) than the ConvLSTM and the 
CLSAF models when forecasting the load of individual apartments. 
Notably, their accuracies are even lower than the accuracy of the 
Persistence Model. Therefore, in the following, we only pay attention to 
the forecasting results of the Persistence Model, the ConvLSTM model, 
and the CLSAF model. 

3.2. CV-residuals by spatial granularity, models, and seasons 

Fig. 9 shows the forecasting accuracies of the three models (Persis
tence, ConvLSTM, and CLSAF), evaluated by CV-residual (Eq. (1)), for 
all nine scenarios (three spatial granularities and three seasons). The 
forecasting accuracy varies as a function of spatial granularity, model 
type, and season, as analyzed in more detail in the following sections. 

3.2.1. Effect of spatial granularity on forecasting accuracy 
As shown in Fig. 9, the highest average accuracy is achieved at the 

building level (lowest CV-residual), followed by floor level and then 
apartment level (highest CV-residual). To test this result for statistical 
significance, we carried out t-tests (two-tailed, unequal variances). 

For the floor vs. apartment level, nine such tests (Floor-Jan & Apt- 
Jan, Floor-April & Apt-April and Floor-Jul & Apt-Jul, across three 
models) were carried out. These showed that the average accuracies of 
all 9 combinations are significantly different (p < 0.05), confirming that 
the floor level forecasting outperforms that at apartment level. 

For the building level, no further statistical tests were carried out 
because our dataset only contained one building. However, as seen in 
Fig. 9, the CV-residual at the building is smaller than even the minimum 
CV-residual of any of the floors. Consequently, the building level pro
duces the highest forecasting accuracy for our dataset. 

3.2.2. Effect of model type on forecasting accuracy 
As shown in Fig. 9, the CLSAF model yields the highest average ac

curacy, followed by the ConvLSTM model, and then the Persistence 
model. To verify the statistical significance of this finding for floor and 
apartment level, nine paired t-tests (two-tailed, unequal variances) were 
carried out (Persistence & ConvLSTM, Persistence & CLSAF and 
ConvLSTM & CLSAF, across three seasons). The results show that the 
averages of all 9 combinations are significantly different (p < 0.05). 

One typical example that illustrates an advantage of the CLSAF 
model compared to the ConvLSTM model is shown in Fig. 10: When 
either model is confronted with a period of vacancy in an apartment, the 
CLSAF model reacts to the change faster, regardless of whether the 
apartment changes from occupied to vacant (around August 2nd in 
Fig. 10) or vice versa (after August 10th). This is because the CLSAF 
model can switch its state back and forth between the neural network 
and the Persistence Model (see Fig. 7), thus mitigating overfitting due to 
volatile load data, as stated earlier. In contrast, the load forecasted by 
the ConvLSTM model shows a continuing diurnal variation for the full 
period of the vacancy, because it overfits to the pre-vacancy period, thus 
leading to smaller forecasting accuracy. 

Furthermore, as can be seen in Fig. 11(a), the pattern of average 
forecasting accuracy shown in Fig. 9 does not hold for all apartments 
individually. While the average CV-residual of the ConvLSTM model for 
all three seasons are lower than the ones of the Persistence Model, the 
situation is reversed for some apartments (e.g., red circle in Fig. 11(a)). 
The reason is that the ConvLSTM model sometimes loses robustness 
leading to overfitting, as was illustrated for one example apartment in 
Fig. 10 (which shows the observed and forecasted load profiles of the 
same apartment as the one highlighted by the red circle in Fig. 11(a)). 
Overall, such possible overfitting is avoided by the CLSAF model which 
outperforms both the Persistence Model and the ConvLSTM model, not 
only on average, but for every apartment, floor, building, and season, 
individually. 

3.2.3. Effect of season on forecasting accuracy 
In addition to the above-mentioned effects, it can be noticed that, for 

any particular spatial granularity and model type, forecasting accuracies 
are considerably affected by the season, with July consistently exhibit
ing the lowest (i.e., best) average CV-residual, followed by January, and 
then April. 

We again used t-tests (two tailed, unequal variances) to determine 
whether the observed differences in forecasting accuracy caused by 

Table 3 
Overall average CV-residuals (Eq. (1)), with corresponding minimum and 
maximum, of apartment-level load forecasting for all three datasets (January, 
April, and July) by the 4 benchmark models and the 2 newly employed models.  

Model name Mean value Minimum Maximum 

Persistence 61.2 6.3 141.4 
SW-ARIMA 64.1 6.4 201.5 
SW-ETS 63.7 6.4 188.4 
SW-SVR 62.0 6.3 162.3 
ConvLSTM 57.9 6.2 131.1 
CLSAF 53.3 5.9 115.8  
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seasonal changes are statistically significant. Nine pairs were set up for 
the floor and apartment level (January & April, January & July, and 
April & July, across three models). The results show that the differences 
in the average CV-residual of apartments [of floors] between the 
different seasons were not statistically significant (p > 0.05), owing to 
the large variation in each sample of 59 apartments [11 floors] and the 
limited sample sizes. Consistent with that, intra-group variance of CV- 
residual, determined via ANOVA, is substantially larger than inter- 
group variance, as evidenced by (1 − η2) = 0.98 for apartments [0.88 
for floors]. 

Such high level of intragroup variance in CV-residual – which is not 
explained by the spatial granularity or model type – points to the 
possible existence of other not yet identified characteristics in each 
observed load profile. This will be explored in the next sections. 

3.3. Volatility of electricity consumption vs. forecasting accuracy 

The large variations in CV-residual in Figs. 9 and 11(a) indicate 
different levels of forecasting- “difficulty” for different apartments and/ 

or floors. Therefore, we searched for underlying characteristic of the 
electric load profiles that impacted forecasting accuracy. One such 
characteristic was found to be the volatility of the load data, henceforth 
CV-observation. The definition of CV-observation is as follows: 

CVobservation =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N− 1

∑N

i=1
(yi − y)2

√

y
(11)  

where yi denotes the observed hourly load at the ith time step. y denotes 
the mean value of the observed loads, and N is the number of the ob
servations (here 672, for hourly data over 28 days). CV-observation can 
be understood as a type of normalized standard deviation of electricity 
load over time. Therefore, a load profile with a larger mean value but 
similar absolute standard deviation has a smaller CV-observation. 
Fig. 11 shows the relationship between CV-observation and CV- 
residual (i.e., forecasting accuracy), along with the respective linear 
correlations and p-values. July was randomly chosen as the example to 
visualize the relationship. For January and April, results are similar to 

Fig. 9. Forecasting accuracy (CV-residual, in %) of building, floor, and apartment level over the 3 seasons. Error bars indicate the maximum and minimum CV- 
residuals of each group (red and blue numbers, respectively); black numbers give the averages. The building level has only one forecast accuracy for each model 
and season. 

Fig. 10. Hourly forecasting results of the ConvLSTM and the CLSAF models for one example apartment from Aug 1st to Aug 10th, 2019. Exact hourly load values are 
not shown for privacy considerations. 
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those in July, namely all correlations were between 0.62 and 0.69, and 
all p-values were smaller than 5e-6. This shows that, regardless of model 
type, season, or spatial granularity, the achieved forecasting accuracy is 
driven to a considerable extent by CV-observation of the load profile, 
with forecasting accuracy the higher, the lower CV-observation. 

The relationship between average CV-observation and average CV- 
residual across the three seasons is shown in Fig. 11(b). Observe that 
July data yields the lowest averages of the two metrics, and April data 
the highest. Since this is consistent with the pattern in Fig. 9, this pro
vides a likely explanation for why the three seasons exhibit different 
average CV-residuals: As the average CV-observation increases from 
July to January and April, the average achievable forecasting accuracy 
decreases accordingly. In other words, the seasonal effect on forecasting 
accuracy seen in Fig. 9 is at least partially explained by a concurrent 
difference in CV-observation between the seasons. 

3.4. Strength of diurnal patterns vs. forecast improvement 

Examining Fig. 11(a) shows another effect which does not seem to be 
easily explained by CV-observation: The improvement in forecasting 
accuracy from the Persistence Model (benchmark) to the CLSAF model 
varies between apartments (as well as between floors), even if they have 
(nearly) the same CV-observation This led us to search for an additional 
characteristic of the load profiles that affected this accuracy improve
ment. As illustrated in Section 2.3, the key difference between the 
Persistence Model and the CLSAF model is that the latter employs a 
feature-selection technique that can extract the core information of daily 
load profiles. Therefore, the difference in accuracy between these two 
models is likely mainly due to how much of such daily-profile infor
mation is present in a particular profile. 

In order to test this hypothesis, we defined a new variable S to 
quantify the strength of diurnal patterns of the load profile, as defined in 
Methods. To illustrate graphically which load characteristic S is sensitive 
to, Fig. 12 shows the spectral analysis (see Section 2.4) of two load 

Fig. 11. (a) CV-observation vs. CV-residual, for three models and three spatial granularities (July data). Solid markers show results of the apartments, and open 
markers those of the floors and building. The result marked by a red circle highlights the example apartment also shown in Fig. 9, for which the ConvLSTM model 
performs worse than the Persistence Model. (b) Average CV-observation by three seasons vs. respective average CV-residual. Results of each dataset include all three 
spatial granularities (i.e., combined average of the CV-residuals of 59 apartments, 11 floors, and 1 building). 

Fig. 12. Spectral analysis of two sample apartments by FFT with the standardized amplitude as defined in Eq. (9). The spectrum in (a) reflects a strong diurnal 
pattern, evidenced in the spikes at 1 and 2 cycles per day, respectively. The spectrum in (b) reflects few to none diurnal electricity patterns. 
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profiles, one with strong diurnal periodicity at the 12 h and 24 h mark, 
and one without. 

The improvement in forecasting accuracy, i.e., reduction in CV- 
residual, R was defined as follows: 

R =
CVresidual(persistence) − CVresidual(CLSAF)

CVresidual(persistence)
(12)  

where CV-residual is as defined in Eq. (1). Fig. 13 shows the relationship 
between the strength of the diurnal pattern (S) and the forecasting ac
curacy improvement (R) for all spatial granularities and seasons. 

The results demonstrate that the strength of the diurnal pattern has a 
statistically significant impact on the forecasting accuracy improve
ment, with an improvement of up to 25% in some cases. The apartment- 
level has the smallest average improvement (R = 11%), followed by 
floors (R = 14%), and building (R = 23%). The result underlines that, as 
outlined in Section 3.2, it is inherently more difficult to predict elec
tricity load profiles whose diurnal profiles are either not present at all or 
masked by high volatility. In contrast, a stronger diurnal pattern, which 
tends to me more pronounced in the aggregated loads of an entire floor 
or building, facilitates the information extraction and learning process 
executed by more complex models such as the CLASF model, thus 
resulting in larger forecasting accuracy improvement for such models vs. 
the benchmark Persistence Model. 

3.5. Combination of CV-observation & diurnal pattern strength vs. CV- 
residual 

Next, we sought to understand to what extent the above two un
derlying characteristics (CV-observation and strength of diurnal pat
terns) in combination can explain the achieved forecasting accuracy. 
This is shown in Fig. 14, which divides the parameter space of CV- 
observation and S into four areas representing four load profile cate
gories, using the averages of CV-observation and S as the area separation 
points. We classified all 213 CV-residual obtained by the CLSAF model 
(59 apartments, 11 floors, and 1 building; each for 3 seasons) into the 
four categories according to their corresponding CV-observation and S. 

We found that electricity load profiles with high S and low CV- 
observation yield the highest average forecasting accuracy (i.e., lowest 
CV-residual). The opposite is true for load profiles with low S and high 

CV-observation. Furthermore, the effect of CV-observation on fore
casting accuracy is stronger than that of S, as seen by changes of 26 
percentage points in CV-residual along the CV-observation dimension 
but only 8 percentage points in the S dimension. To test for statistical 
significance of these effects, we carried out t-tests (two-tailed, unequal 
variances). We found statistical significance (p < 0.01) for 5 of the 6 
pair-wise differences, and moderate statistical significance (p = 0.06) 
for one pair-wise difference (Table 4). A possible real-life application of 
these findings is explained in Discussion. 

4. Discussion 

Our results could serve as a starting point to set up a possible data 
screening method for time-series electricity-load datasets. The method 
would allow users of load forecasting models to make a preliminary 
assessment of the nature of a load profile dataset, providing two bene
fits: (i) reducing the modeling complexity for some apartments; and (ii) 
providing confidence levels for the predicted electricity use. 

With regards to the first benefit, possible implementation steps 
would be as follows: First, one could use the previous 28-day electricity 
data of an apartment intended for forecasting to compute CV- 
observation. Using the relationship illustrated in Fig. 11, this would 
provide an approximation for the forecasting accuracy likely achievable 
by even a simple Persistence Model. Second, one could use the spectral 
analysis, described in Section 2.4, to determine the load profile’s 

Fig. 13. Strength of diurnal pattern (S) vs. relative reduction of CV-residual (R) 
from Persistence Model to CLSAF model, covering the results of 3 spatial 
granularities and all 3 seasons. The substantial correlation of 0.68 (p < 0.01) 
shows that there is a statistically significant effect between the forecasting ac
curacy improvement (that the CLSAF model can achieve over the Persistence 
Model) and the diurnal pattern strength of the observed load profile. 

Fig. 14. CV-observation vs. strength of diurnal pattern (S) and average CV- 
residual for 4 load profile categories. Black numbers of each bar denote 
average CV-residual of corresponding category. Red numbers are equal to 
average plus corresponding Standard Error of the Mean (SEM) and blue ones 
are equal to the average minus corresponding SEM. 

Table 4 
Results of t-tests (two-tailed, unequal variance) to determine statistical signifi
cance of the differences in average CV-residual per load profile category.  

p values for 
corresponding 
t-test 

High CV- 
observation 
& high S 

High CV- 
observation 
& low S 

Low CV- 
observation 
& high S 

Low CV- 
observation 
& low S 

High CV- 
observation 
& high S 

N/A p = 0.06 p = 9e-12 p = 3e-21 

High CV- 
observation 
& low S  

N/A p = 1e-5 p = 5e-10 

Low CV- 
observation 
& high S   

N/A p = 2e-3 

Low CV- 
observation 
& low S    

N/A  
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strength of diurnal pattern S, again using the previous 28-day data. 
Using the relationship illustrated in Fig. 14, CV-observation and S 
together would then provide an estimate of the forecasting accuracy of 
the CLASF model. This information could be used to decide whether the 
accuracy likely available from a simple Persistence Model is sufficient or 
the higher computational cost of the CLSAF model warranted. Alterna
tively, one may find that the load profile of the particular apartment is 
such that none of the three models would likely provide sufficient ac
curacy for the specific application in question. 

As for the second benefit, knowing not only the forecasted electricity 
use, for example for the next hour, but also the confidence levels of the 
prediction (inferred from CV-residual) would allow more sophisticated 
transaction schemes within the examples of TEN applications outlined in 
Introduction, as follows: Any such trading of electricity with others 
would carry risks – namely the risk of either not having enough elec
tricity for one’s own use or, alternatively, not being able to honor the 
transaction agreed to with another user. However, the ability to evaluate 
how accurate the forecast will likely be, makes these risks more 
manageable. For example, user A may be able to determine that despite 
having committed to selling a certain number of kWh from their own 
storage to user B, user A can still be 90% confident to have enough 
electricity for themselves. Alternatively, the transaction could be priced 
such that user B knows that there is a 10% risk that user A will not be 
able to provide the full amount of electricity that was agreed on. 

5. Conclusions 

A Convolutional Long Short-Term Memory neural network model 
with selected autoregressive features (CLSAF model) is found to improve 
single-step-ahead electricity load forecasting. This improvement is 
observed at all three spatial granularities: apartment, floor, and building 
level. The CLSAF model achieves higher forecasting accuracy (up to 25% 
improvement vs. the Persistence Model). The CLSAF model enables 
durable robustness by leveraging the advantages of its autocorrelation- 
based feature-selection algorithm and a model-simplification method to 
prevent overfitting when confronted with volatile load data caused by 
changes in resident behavior and/or temporary absences. 

Based on the predictions across the three seasons, we identified two 
load profile characteristics that are statistically significantly correlated 
with forecasting accuracy, namely CV-observation and the strength of 
the diurnal pattern S. These characteristics capture the load profile 
volatility and the degree of learnable daily-profile information, respec
tively. The smaller the CV-observation and stronger the diurnal pattern, 
the higher is the forecasting accuracy that the CLSAF model can achieve. 
In real life applications, these two characteristics would allow a pre
liminary assessment of the nature of a load profile dataset and estimate, 
for every load profile individually, the expected forecasting accuracy by 
model type. Such a data screening technique is suitable for integration 
into a transactive energy network ecosystem and allows one to (i) reduce 
computational complexity by choosing the appropriate model and (ii) 
estimate confidence levels of the load forecasts. 

6. Current limitations and possible improvements 

In this study, the temporal granularity and forecasting horizon of the 
proposed CLSAF model were limited to a single time step (1 h resolu
tion). This was primarily due to the volatile nature of the apartment 
level data which makes forecasting of multiple steps forward more 
difficult. Therefore, as a possible improvement, firstly one could try to 
apply random-walk information (such as white noise) to simulate 
random human behavior. Secondly, building on the forecasting advan
tages of the CLSAF model, one could expand the TEN application, e.g., 
by integrating electricity storage and associated dispatch algorithms, 
resulting in lower electricity trading risks and further environmental and 
commercial values of these applications. 
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